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Results

Voice Controllable Systems (VCS) are increasingly 
prevalent in many households. These systems (such as 
Google Home, Amazon Echo, and Siri products) allow 
users to control an increasing number of smart home 
systems using only voice commands. This can be 
extremely helpful to a user, but what new threat vectors do 
these devices enable?

VCS devices are expected to measure acoustic signals 
via MEMS microphones, so security threats were expected 
in the acoustic domain. But MEMS microphones are also 
affected by LIGHT! Using a laser, an attacker can inject 
light signals that are interpreted as voice commands. We 
call these injected commands Light Commands.

Light Commands allow voice commands to be injected 
into VCSs from long range and through acoustic barriers 
such as windows. For example, we injected multiple 
commands into a Google Home from a different building 
over 75 meters away.

We were able to successfully perform Light Commands 
on more than 17 different VCSs, each requiring different 
optical power requirements and distances.

What can be done with Light Commands?

Smart Device Control Unlock Car / Open Garage 

Unauthorized Purchases Unlock Smart Doors

There are many software defenses that exist to ensure 
only privileged users can use voice commands, but the 
vulnerability of the microphones is at a fundamental level. 
New MEMS designs will need to be considered.

We are actively investigating the physical causality of 
Light Commands with precise experimentation. Our 
preliminary results indicate that multiple photoelectric and 
photoacoustic phenomena are combining to affect the 
microphone output.

Our latest results can be 
found in our follow-up paper 
published in IEEE SENSORS 
2021 [2].
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