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Abstract
Lack of a locally trustworthy clock makes security

protocols challenging to implement on batteryless em-
bedded devices such as contact smartcards, contactless
smartcards, and RFID tags. A device that knows how
much time has elapsed between queries from an untrusted
reader could better protect against attacks that depend on
the existence of a rate-unlimited encryption oracle.

The TARDIS (Time and Remanence Decay in SRAM)
helps locally maintain a sense of time elapsed with-
out power and without special-purpose hardware. The
TARDIS software computes the expiration state of a timer
by analyzing the decay of existing on-chip SRAM. The
TARDIS enables coarse-grained, hourglass-like timers
such that cryptographic software can more deliberately
decide how to throttle its response rate. Our experiments
demonstrate that the TARDIS can measure time ranging
from seconds to several hours depending on hardware
parameters. Key challenges to implementing a practi-
cal TARDIS include compensating for temperature and
handling variation across hardware.

Our contributions are (1) the algorithmic building
blocks for computing elapsed time from SRAM decay; (2)
characterizing TARDIS behavior under different tempera-
tures, capacitors, SRAM sizes, and chips; and (3) three
proof-of-concept implementations that use the TARDIS
to enable privacy-preserving RFID tags, to deter double
swiping of contactless credit cards, and to increase the
difficulty of brute-force attacks against e-passports.

1 Introduction

“Timestamps require a secure and accurate
system clock—not a trivial problem in itself.”
–Bruce Schneier, Applied Cryptography [43]

Even a perfect cryptographic protocol can fail without
a trustworthy source of time. The notion of a trustworthy
clock is so fundamental that security protocols rarely state

Platform Attack #Queries
MIFARE Classic Brute-force [15] ≥1,500
MIFARE DESFire Side-channel [35] 250,000
UHF RFID tags Side-channel [34] 200
TI DST Reverse eng. [7, 8] ∼75,000
GSM SIM card Brute-force [16] 150,000

Table 1: Practical attacks on intermittently powered de-
vices. These attacks require repeated interactions between
the reader and the device. Throttling the reader’s attempts
to query the device could mitigate the attacks.

this assumption. While a continuously powered computer
can maintain a reasonably accurate clock without trusting
a third party, a batteryless device has no such luxury.
Contact smartcards, contactless smartcards, and RFIDs
can maintain a locally secured clock during the short
duration of a power-up (e.g., 300 ms), but not after the
untrusted external reader removes power.

It’s Groundhog Day! Again. Unawareness of time has
left contactless payment cards vulnerable to a number
of successful attacks (Table 1). For instance, Kasper et
al. [35] recently demonstrated how to extract the 112-bit
key from a MIFARE DESFire contactless smartcard (used
by the Clipper all-in-one transit payment card1). The
side channel attack required approximately 10 queries/s
for 7 hours. Some RFID credit cards are vulnerable to
replay attacks because they lack a notion of time [21].
Oren and Shamir [34] show that power analysis attacks
on UHF RFID tags can recover the password protecting
a “kill” command with only 200 queries. At USENIX
Security 2005, Bono et al. [8] implemented a brute-force
attack against the Texas Instruments Digital Signature
Transponder (DST) used in engine immobilizers and the
ExxonMobile SpeedPass

TM
. The first stage of the attack

required approximately 75,000 online “oracle” queries to

1No relation to the Clipper Chip [27].
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Figure 1: TARDIS estimates time by counting the number
of SRAM cells that have a value of zero in power-up (com-
putes SRAM decay). Initially, a portion of SRAM cells
are set to one (initializes SRAM) and their values decay
during power-off. The dots in the power-off indicate the
arbitrary and unpredictable duration of power-off.

recover the proprietary cipher parameters [7].
A batteryless device could mitigate the risks of brute-

force attacks, side-channel attacks, and reverse engineer-
ing by throttling its query response rate. However, the
tag has no access to a trustworthy clock to implement
throttling. A smartcard does not know whether the last
interrogation was 5 seconds ago or 5 days ago.

Enter the TARDIS. To enable security protocols on in-
termittently powered devices without clocks, we propose
Time and Remanence Decay in SRAM (TARDIS) to keep
track of time without a power source and without addi-
tional circuitry. The TARDIS relies on the behavior of
decaying SRAM circuits to estimate the duration of a
power failure (Figure 1). Upon power-up, the TARDIS
initializes a region in SRAM of an intermittently powered
device. Later, during power-off, the SRAM starts to de-
cay. Upon the next power-up, the TARDIS measures the
fraction of SRAM cells that retain their state. In many
ways, TARDIS operation resembles the functioning of an
hourglass: the un-decayed, decaying, and fully decayed
stages of SRAM are analogous to full, emptying, and
empty hourglass states.

Contributions. Our primary contributions are:

• Algorithmic building blocks to demonstrate the fea-
sibility of using SRAM for a trustworthy source of
time without power.
• Empirical evaluation that characterizes the behavior

of SRAM-based timekeeping under the effects of
temperature, capacitance, and SRAM size.
• Enabling three security applications using SRAM-

based TARDIS: sleepy RFID tags, squealing credit
cards, and forgiving e-passports.

State of the Art. Today, batteryless devices often im-
plement monotonically increasing counters as a proxy
for timekeeping. RFID credit cards occasionally include
transaction counters to defend against replay attacks. Yet

the counters introduce vulnerabilities for denial of service
and are difficult to reset based on time elapsed; one credit
card ceases to function after the counter rolls over [21].
While one can maintain a real-time clock (RTC) with
a battery on low-power mobile devices [40], battery-
less platforms do not support RTCs across power fail-
ures [31, 41, 9] because of the quiescent current draw.

While a timer of just a few seconds would suffice to
increase the difficulty of brute-force attacks (Table 1), our
experimental results indicate that an SRAM timer can
reliably estimate the time of power failures from a few
seconds up to several hours. For example, using a 100 µF
capacitor at room temperature, the TARDIS expiration
time can exceed 2 hours of time. We evaluate the energy
and time overhead of the TARDIS, its security against
thermal and power-up attacks, and its precision across
different platforms.

The primary novelty of the TARDIS is that a moder-
ately simple software update can enable a sought-after
security primitive on existing hardware without power.
While data remanence is historically considered an un-
desirable security property [19], the TARDIS uses rema-
nence to improve security. At the heart of the TARDIS are
SRAM cells, which are among the most common building
blocks of digital systems. The ubiquity of SRAM is due
in part to ease of integration: in contrast with flash mem-
ory and DRAM, SRAM requires only a simple CMOS
process and nominal supply voltage.

2 Intermittently Powered Devices: Back-
ground, Observations, and Challenges

New mobile applications with strict size and cost con-
straints, as well as recent advances in low-power micro-
controllers, have given rise to a new class of intermittently
powered device that is batteryless and operates purely on
harvested energy. These devices—including contact and
contactless smart cards and computational RFID tags (CR-
FIDs) [38, 41, 56, 55]— typically have limited com-
putational power, rely on wireless transmissions from a
reader both for energy and for timing information, and
lose power frequently due to minimal energy storage. For
example, when a contactless transit card is brought suffi-
ciently close to a reader in a subway, the card gets enough
energy to perform the requested tasks. As soon as the card
is out of the reader range, it loses power and is unable
to operate until presented to another reader. Since a tag
loses power in the absence of a reader, it doesn’t have any
estimation of time between two interactions with a reader.

A typical secure communication between a reader and a
tag is shown in Figure 2. The tag will only respond to the
reader’s request if it has authenticated itself by correctly
answering the challenge sent by the tag. Two problems
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SRAM DRAM
Purpose Fast local memory Large main memory
Location Usually on-chip w/ CPU Usually off-chip
Applications CPU caches, microcontrollers Desktop computers, notebooks, servers
Storage technology Cross-coupled transistors Capacitors
Normal operation Constantly powered Intermittently refreshed
Decay state 50% zero/one bits All zero bits

Table 2: Because CPUs of embedded devices generally do not have on-chip DRAM, the TARDIS operates on SRAM.
SRAM and DRAM differ fundamentally in their manufacture, operation, intended use, and state of decay.
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Figure 2: The tag cannot determine the time between a
challenge and a response or the time between two sessions.
The reader could respond to the tag as tardily as it likes
or query the tag as quickly as it wants.

arise in this scheme:

• The tag is unaware of the amount of time spent by
the reader to answer the challenge, so an adversary
has an unlimited amount of time to crack a challenge.

• The tag is unaware of the time between two different
queries, so an adversary can send a large number of
queries to the tag in a short time space. This can
make various brute-force attacks possible on these
devices.

Traditionally, computing devices have either had a di-
rect connection to a reliable power supply or large bat-
teries that mask disconnections and maintain a constant
supply of power to the circuit. In either case, a reliable
sense of time can be provided using an internal clock.
Time measurement errors, due to clock drift or power
failures, can be corrected by synchronizing with a trusted
peer or other networked time source. Current embed-
ded systems address the timekeeping issue in one of the
following ways:

1. A system can power a real-time clock (RTC); how-
ever, this is not practical on intermittently powered
devices due to their tight energy budget. Even if the

system uses a low-power RTC (e.g., NXP PCF2123
RTC chip [32]), the RTC component has to be con-
stantly powered (for example, using a battery). This
choice also increases the cost of manufacturing and
it does not benefit devices that are already deployed.

2. A system can keep time by accessing an external
device (e.g., an RFID tag reader) or by secure time
synchronization [14, 46]. This option introduces
security concerns and may either require significant
infrastructure or severely limit range and mobility.

2.1 Threat Model and Assumptions
“...if the attack surface includes an awful lot of
clocks that you do not control, then it’s worth
some effort to try and make your system not de-
pend on them anymore.”–Ross Anderson [30]

The primary goal of the adversary in our model is to dis-
tort the TARDIS timekeeping. Our threat model considers
semi-invasive attacks common to smart cards [15, 35]. We
will not discuss attacks such as buffer overflows which
are against the systems that would integrate the TARDIS;
we focus on the attacks aimed at the TARDIS itself. Our
adversarial model considers two classes of attacks: (1)
thermal attacks that use heating and cooling [19] to distort
the speed of memory decay; and (2) power-up attacks that
keep the tag partially powered to prevent memory decay.

3 The TARDIS Algorithms

The TARDIS exploits SRAM decay during a power-off to
estimate time. An example of the effect of time on SRAM
decay in the absence of power is visualized in Figure 3.
In this experiment, a 100× 135 pixel bitmap image of
a different TARDIS [1] was stored into the SRAM of a
TI MSP430 microcontroller. The contents of the memory
were read 150, 190, and 210 seconds after the power was
disconnected. The degree of image distortion is a function
of the duration of power failure.2

2The 14.6 KB image was too large to fit in memory, and therefore
was divided into four pieces with the experiment repeated for each to
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Figure 1 shows the general mechanism of the TARDIS.
When a tag is powered up, the TARDIS initializes a region
in SRAM cells to 1. Once the power is cut off, the SRAM
cells decay and their value might reset from 1 to 0. The
next time the tag is powered up, the TARDIS tracks the
time elapsed after the power loss based on the percentage
of cells remaining 1. Algorithm 1 gives more details about
the implementation of the TARDIS.

MEASURE TEMPERATURE: To detect and compensate
for temperature changes that could affect the decay rate
(Section 6), the TARDIS uses the on-board tempera-
ture sensor found on most microcontrollers. The pro-
cedure MEASURE TEMPERATURE stores inside-the-chip
temperature in the flash memory upon power-up. The pro-
cedure DECAY calls the TEMPERATURE ANALYZE func-
tion to decide if the temperature changes are normal.

TIME: The TARDIS TIME procedure returns time and
decay. The precision of the time returned can be derived
from the decay. If the memory decay has not started
(decay = 0), the procedure returns {time,0} meaning that
the time duration is less than time. If the SRAM decay
has started but has not finished yet (0 ≤ decay ≤ 50%),
the return value time is an estimate of the elapsed time
based on the decay. If the SRAM decay has finished
(decay ' 50%), the return result is {time,50} meaning
that the time elapsed is greater than time.

ESTIMATION: The procedure ESTIMATE uses a lookup
table filled with entries of decay, temperature, and time
stored in non-volatile memory. This table is computed
based on a set of experiments on SRAM in different tem-
peratures. Once the time is looked up based on the mea-
sured decay and the current temperature, the result is
returned as time by the ESTIMATE procedure. The pre-
compiled lookup table does not necessarily need to be
calibrated for each chip as we have observed that chip-to-
chip variation affects decay only negligibly (Section 6).

3.1 TARDIS Performance
The two most resource-consuming procedures of the
TARDIS are INIT (initializing parts of the SRAM as well
as measuring and storing the temperature) and DECAY
(counting the zero bits and measuring the temperature).
Table 3 shows that energy consumed in total by these two
procedures is about 48.75 µJ and it runs in 15.20 ms.

Our experiments of time and energy measurements
are performed on Moo RFID[56] sensor tags that use an
MSP430F2618 microcontroller with 8 KB of memory,
and a 10 µF capacitor. A tag is programmed to perform
one of the procedures, and the start and end of the task
is marked by toggling a GPIO pin. The tag’s capacitor is

get the complete image. The microcontroller was tested in a circuit
shown in Figure 6 with a 10 µF capacitor at 26◦C. No block transfer
computation was necessary.

Algorithm 1 TARDIS Implementation

INIT(addr,size)

1 for i← 1 to size
2 do memory(addr+ i−1)← 0xFF
3 temperature← MEASURE TEMPERATURE()

DECAY(addr,size)

1 decay← COUNT0S(addr,size)
2 � Proc. COUNT0S counts the number of 0s in a byte.
3 if TEMPERATURE ANALYZE(temperature)
4 � This procedure decides if the temperature changes

are expected considering the history of temperature
values stored in flash memory.

5 then return decay
6 else return error

EXPIRED(addr,size)

1 � Checks whether SRAM decay has finished.
2 decay← DECAY(addr,size)
3 if (decay≥%50×8× size)
4 then return true
5 else return false

TIME(addr,size, temperature)

1 � Estimate the passage of time by comparing the
percentage of decayed bits to a precompiled table.

2 decay← DECAY(addr,size)/(8× size)
3 time← ESTIMATE(decay,temperature)
4 return {time,decay}

charged up to 4.5 V using a DC power supply and then
disconnected from the power supply so that the capacitor
is the only power source for the tag. In the experiments,
the DC power supply is used instead of an RF energy
supply because it is difficult to disconnect the power har-
vesting at a precise capacitor voltage. We measured the
voltage drop of the capacitor and the GPIO pin toggling
using an oscilloscope. The energy consumption of the
task is the difference of energy ( 1

2 ×CV 2) at the start and
end of the task. The reported measurement is the average
of ten trials.

4 Securing Protocols with the TARDIS

There are many cases where the security of real-world
applications has been broken because the adversary could
query the device as many times as required for attack.
Table 1 gives a summary of today’s practical attacks on in-
termittently powered devices. By integrating the TARDIS,
these applications could throttle their response rates and
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Figure 3: Programs without access to a trustworthy clock can determine time elapsed during a power failure by
observing the contents of uninitialized SRAM. These bitmap images of the TARDIS [1] represent four separate trials of
storing the bitmap in SRAM, creating an open circuit across the voltage supply for the specified time at 26◦C, then
immediately returning a normal voltage supply and reading uninitialized SRAM upon reboot. The architecture of a
contactless card is modeled using a 10 µF capacitor and a diode in series with the MSP430 microcontroller’s voltage
supply pin. The degree of decay is a function of the duration of power failure, enabling hourglass-like timekeeping
precision without power. No TARDIS was harmed or dematerialized in this experiment.

Procedure Energy Cost Exec. Time

INIT 11.53 µJ±2.47 2.80 ms±0.00̄
DECAY 37.22 µJ±9.31 12.40 ms±1.10

Table 3: Overhead of TARDIS INIT and DECAY proce-
dures measured for TARDIS size of 256 bytes.

improve their security.
We discuss six security protocols that could strengthen

their defense against brute-force attacks by using the
TARDIS. To demonstrate the ease of integrating the
TARDIS, we have implemented and tested three of
these security protocols on the Moo, a batteryless
microcontroller-based RFID tag with sensors but without
a clock [56]. Our prototypes demonstrate the feasibility
of the TARDIS and its capabilities in practice.

Sleepy RFID Tags: To preserve the users privacy and pre-
vent traceability, one could use a “kill” command to per-
manently deactivate RFID tags on purchased items [25].
However, killing a tag disables many features that a cus-
tomer could benefit from after purchase. For example,
smart home appliances (e.g., refrigerators or washing ma-
chines) may no longer interact with related items even
though they have RFID tags in them. One could tem-
porarily deactivate RFID tags by putting them to “sleep.”
However, lack of a simple and practical method to wake
up the tags has made this solution inconvenient [25]. By
providing a secure notion of time, the TARDIS makes it
possible to implement sleepy tags that can sleep temporar-
ily without requiring additional key PINs or cryptographic

solutions. We consider a time resolution on the order of
hours more appropriate for this application.

To extend the sleep time of sleepy tags, one could use a
counter along with the TARDIS as follows: upon power-
up, the tag checks the TARDIS timer, and it does not
respond to the reader if the timer has not expired. If the
TARDIS timer has expired, the tag decreases the counter
by one and initializes the TARDIS again. This loop will
continue while the counter is not zero. For example, using
a counter initially set to 1000 and a TARDIS resolution
time of 10 seconds, the tag could maintain more than 2
hours of delay. Since the tag exhausts its counter every
time it wakes up, the reader interacting with the tag has
to query the tag intermittently.

The TARDIS could prevent yet another attack on Elec-
tronic Product Code (EPC) tags that use “kill” commands.
To prevent accidental deactivation of tags, a reader must
issue the right PIN to kill a tag [12]. An adversary could
brute-force the PIN (32 bits for EPC Class1 Gen2 tags).
The TARDIS enables the RFID tag to slow down the unau-
thorized killing of a tag by increasing the delay between
queries and responses.

Squealing Credit Cards: Today, a consumer cannot de-
termine if her card has been used more than once in a
short period of time unless she receives a receipt. This
is because a card cannot determine the time elapsed be-
tween two reads as the card is powered on only when it
communicates with the reader. The TARDIS enables a
“time lock” on the card such that additional reads would be
noticed. Thus a consumer could have some assurance that
after exposing a card to make a purchase, an accidental
second read or an adversary trying to trick the card into
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We performed some experiments on the Basic Access Control of a French passport issued in
2010. We noticed that once a BAC execution fails (we provided a wrong MRZ to the passport),
the behavior of the passport is modified as follows: the time taken by the passport to answer to
the next Mutual Authenticate command (ie the command used in the BAC) increases. It actually
increases up to 14 seconds after 14 unsuccessful executions. At this point, the response time remains
14 seconds as long as the BAC executions fail. Figure 1 represents the response time of the passport
during our experiment (we always sent a wrong MRZ).
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Fig. 1. Response time of a French passport when a wrong MRZ is sent. The
experiments have been done with an Omnikey 5321.

An interesting point is that, when the passport enters into this kind of “protecting mode”, it
stays in this mode till a correct MRZ is provided. This means that removing the passport from
the reader’s field, even for several days, does not change anything. For example, let’s consider that
we perform 14 unsuccessfull BAC executions. Several days later, we perform a 15th execution with
a correct MRZ. During this 15th execution, the passport will take about 14 seconds to answer
but will leave the“protecting mode”, meaning that it will no longer delay its response in the next
executions. This means that the idea suggested in [1] (Section 4.1) has been implemented in the
French passport (issued in 2010) we experimented.
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Figure 4: Measured response time of a 2010-issued
French passport [5]. The passport imposes up to 14 sec-
onds of delay on its responses after unsuccessful execu-
tion. The delay will remain until a correct reading happens
even if the passport were removed from the reader’s field
for a long time.

responding would be revealed. Squealing credit cards
would work similarly to today’s credit cards, but they are
empowered by the TARDIS to estimate the time between
queries and warn the user audibly (a cloister bell) if a
second read is issued to the card too quickly. A time lock
of about one minute can be considered enough for these
applications.

Forgiving E-passports: RFID tags are used in e-
passports to store holder’s data such as name, date of
birth, biometric ID, and a unique chip ID number. E-
passports are protected with techniques such as the Basic
Access Control (BAC) protocol, shielding, and passive
authentication. However, in practice, e-passports are not
fully protected. An adversary can brute-force the BAC
key in real time by querying the passport 400 times per
minute for a few weeks [6]. Another attack can accurately
trace a specific passport by sending hundreds of queries
per minute [11].

To mitigate the effect of brute-force attacks, French
e-passports have implemented a delay mechanism—we
imagine using a counter—to throttle the read rate [5].
This delay increases to 14 seconds after 14 unsuccessful
attempts (Figure 4) and would occur even if the passport
was removed from the RF field for several days. Once the
tag is presented with an authorized reader, the delay will
be enforced and then reset to zero. The TARDIS provides
a time-aware alternative that delays unauthorized access
but ignores the previous false authentication attempts if
the passport has been removed from the reader’s range
for an appropriate duration. A time duration matching
the maximum implemented delay (14 seconds for French
passports) would be enough to implement this function.

Passback - Double-tap Prevention: In mass transporta-
tion and other similar card entry systems, the goal of the

operator is to prevent multiple people from accessing the
system simultaneously using the same card. To achieve
this goal, systems are typically connected to a central
database that prevents a card from being used twice in
a short time frame.3 Using the TARDIS, a card could
implement delay before permitting re-entry rather than
requiring the system to check a central database.

Resurrecting Duckling: Secure communication in ad-
hoc wireless networks faces many obstacles because of
the low computing power and scarce energy resources of
these devices. Stajano et al. [45] proposed a policy in
which these devices would transiently accept a new owner.
The devices will later return to an unprogrammed status
when the owner no longer needs them, they receive a kill
command, or another predefined reset condition is met.
Later, others can reclaim and reuse these devices.

For wirelessly powered devices, the TARDIS can pro-
vide a sense of time, allowing them to be “reborn” with a
new owner only if there is an extended power outage. A le-
gitimate user can continue to power the device wirelessly,
but if she wishes to transfer ownership to another entity,
she must power it down for a long enough time (defined
by the user). Otherwise, the RFID tag refuses to interact
with anyone not possessing the present cryptographic key.
An example of this application is secure pairing for com-
putational contact lenses [22]. The controller could be
cryptographically bound until power disappears for more
than a few minutes. Another use of this application is to
make stealing SIM cards difficult [16]. The card could
refuse to boot if it has been unpowered for a fair amount
of time.

Time-out in Authentication Protocols: Because RFID
tags rely on a reader as their source of energy, they can-
not measure the delay between a request to the reader
and its corresponding response. The tag ignorance gives
the reader virtually unlimited time to process the request
and response in an authentication algorithm. Having un-
limited response time enables the adversary to employ
various attacks on the request message with the goal of
breaking it. Using the TARDIS will limit the adversary
time frame for a successful attack. An example of these
protocols can be seen in the e-passport BAC protocol
where the reader and passport create a session key for
communication. Using The TARDIS would enable pass-
ports to enforce expiration of these keys.

4.1 Implementation and Evaluation
For the implementation of sleepy tags, squealing credit
cards, and forgiving e-passports, we have chosen the Moo,
a batteryless microcontroller-based RFID tag. We have

3Houston METRO system: http://www.ridemetro.org/

fareinfo/default.aspx
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Figure 5: Our applications are implemented and tested
on the Moo RFID sensors and are remotely powered by a
RFID reader (ThingMagic M5 [51]).

Algorithm 2 An example of TARDIS usage in a protocol.

TARDIS EXAMPLE(addr,size)

1 if EXPIRED(addr,size)
2 then RESPOND TO READER()
3 INIT(addr,size)
4 else BUZZ PIEZO ELEMENT()

augmented this tag with a piezo-element [20] so that it
can audibly alert the user to events.

Implementation: We have implemented a TARDIS li-
brary that provides the procedures INIT and EXPIRE listed
in Algorithm 1. For the three implemented protocols,
a 1-bit precision of time–whether or not the timer had
expired–was enough. The programs used for all three
protocols are similar and are shown in Algorithm 2. The
tag was programmed to call the EXPIRE procedure upon
power-up; if the timer had expired, it would respond to
the reader and call INIT; otherwise, the tag would buzz its
piezo-element. In the case of the squealing credit cards
protocol the tag was programmed to respond to the reader
after buzzing, but for the two other applications, the tag
stopped communicating with the reader.

We used a ThingMagic reader [51] and its correspond-
ing antenna to query the tag. When the tag was queried for
the first time upon removal from the RF field, it buzzed.
The tag stayed quiet whenever it was queried constantly
or too quickly.

Experimental Setup: To measure the TARDIS resolu-
tion time on this platform, we powered up the tag to 3.0 V
using an external power supply and then disconnected it.
We observed the voltage drop over time on an oscilloscope
and measured the elapsed time between loss of power and
when SRAM decay has finished.4 We conducted our ex-
periments on five tags, which use a 10 µF capacitor as its

4Our experiments (Section 6) have shown that SRAM decay finishes
when the tag voltage reaches 50 mV .

primary power source. The TARDIS resolution time on
average was 12.03 seconds with a standard deviation of
0.11 seconds. A similar tag, which uses 100 mF, yields a
TARDIS resolution time of 145.85 seconds. These time
measurements are specific to the platform we have chosen
for our experiment. The resolution could potentially be
extended to hours using additional capacitors (Table 5).

5 Security Analysis

Depending on the application, the adversary may wish
either to slow down or to speed up the expiration of the
TARDIS. We discuss four different attacks that try to
distort the TARDIS interpretation of time.

Cooling Attacks. An adversary might try to reduce the
system’s temperature, aiming to slow down the memory
decay rate. Other works [19] have used this technique
to prevent data decay in DRAM for the purpose of data
extraction. Cooling attacks might target the TARDIS
timer in cases where the adversary needs to slow the pas-
sage of time. As explained in Algorithm 1, the TARDIS
measures and records a device’s temperature over time
and therefore it can prevent cooling attacks by observing
unexpected temperature changes.

Heating Attacks. In contrast to cooling attacks, an at-
tacker might need to speed up the TARDIS timer. For ex-
ample, someone might try to decrease the delay between
queries in order to speed up brute-force attacks. Simi-
larly to the defense against cooling attacks, the TARDIS
will report an error indicating unexpected temperature
changes.

Pulse Attacks. A more sophisticated attack is a combi-
nation of the cooling and heating attacks such that the
temperature would remain the same in the beginning and
the end of the attack. It should be noted that this is not
a trivial attack because the adversary needs to restore
the original internal temperature to prevent the thermal
sensor from noticing any difference. A defense against
pulse attacks is to implement a thermal fuse [10] on the
chip that will activate when the chip is exposed to a high
temperature. The activation of this fuse will then either
notify the TARDIS of temperature tampering on the next
boot-up or possibly prevent the system from booting up
at all.

Voltage Control Attack. Another possible attack sce-
nario would be to power up the system wirelessly to a
minimum voltage that is not sufficient for booting up but
sufficient for stopping the memory decay. This would pre-
vent the device from noticing the unauthorized reader and
it would stop the memory from decaying further (see Fig-
ure 8). The voltage control attack can freeze the TARDIS
timer at a specific time as long as it sustains the power sup-
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ply. We imagine that this attack is difficult to implement
because of the inherent design of the readers. Many fac-
tors (e.g., distance) affect the voltage received by the tags
and tags are very sensitive to environmental effects. The
readers are also generally designed to flood the targeted
environment with energy to provide the tags in range with
more than the maximum required power [54]. Excessive
power that may have been generated by these devices is
then filtered out in tags using voltage regulators. To im-
plement this attack, we imagine the adversary would need
to control the input voltage to the tag with a very high pre-
cision. If the tag voltage for any reason drops, the SRAM
will decay irreversibly. At the same time, the adversary
would need to prevent the tags from fully powering up
and noticing the unauthorized reader.

6 Factors Affecting SRAM Decay

In our evaluation of the TARDIS, we examine the de-
cay behavior of SRAM and three factors that have major
effects on this behavior. All experiments use the same
circuit (Figure 6), and follow the same general procedure.

Experimental Setup: A microcontroller runs a program
that sets all available memory bits to 1. The power is
then effectively disconnected for a fixed amount of time
(off -time). When power is reapplied to the chip, the pro-
gram records the percentage of remaining 1-bits to mea-
sure memory decay, and then it resets all bits to 1 in prepa-
ration for the next time power is disconnected. A Data
Acquisition (DAQ) unit from Agilent (U2541A series)
precisely controls the timing of power-ups and power-
downs between 3 and 0 Volts, and also measures the volt-
age across the microcontroller throughout the experiment.
An inline diode between the power supply and micro-
controller models the diode at the output of the power
harvesting circuit in RFIDs; it also prevents the DAQ
from grounding VCC during the off-time when the DAQ
is still physically connected but is not supplying power.
In all experiments, microcontrollers from the TI MSP430
family are used to ensure maximum consistency. The
microcontroller used in all experiments is MSP430F2131
with 256 B of SRAM unless stated otherwise.

In all of the experiments, temperature is controlled by
conducting all tests inside of a Sun Electronics EC12 En-
vironmental Chamber [47] capable of creating a thermally
stable environment from −184◦C to +315◦C with 0.5◦C
precision. We use an OSXL450 infrared non-contact
thermometer [33] with ±2◦C accuracy to verify that our
microcontroller has reached thermal equilibrium within
the chamber before testing. For all the experiments, we
have collected at least 10 trials.

Defining Stages of Decay: Three distinct stages of de-
cay are observed in all experiments. Figure 7 illus-

Microcontroller

DAQ

+
-

Figure 6: General circuit used during the experiments.
The microcontroller is held in an environmental chamber
to ensure consistent temperature during the tests. The
Data Acquisition (DAQ) unit both provides power to the
microcontroller and records the voltage decay.

Term Definition

SRAM Decay Change of value in SRAM cells because
of power outage

Decay Stage 1 Time before the first SRAM cell decays
Decay Stage 2 Time between the decay of first SRAM

cell and last one
Decay Stage 3 Time after the last SRAM cell decays
Ground State The state that will be observed in an

SRAM cell upon power-up, after a very
long time without power

DRV Data Retention Voltage, minimum volt-
age at which each cell can store a datum

DRV Probabil-
ity(v)

Probability that a randomly chosen cell
will have a DRV equal to v and a written
state that is opposite its ground state.

Table 4: Definition of the terms used to explain the behav-
ior of SRAM decay and the theory behind it.

trates the three stages of SRAM decay measured on a TI
MSP430F2131 with 256 B of SRAM and a 10 µF capac-
itor, at 26◦C. We vary the off -time from 0 to 400 seconds
in 20-second increments. In the first stage, no memory
cells have decayed; during the second stage, a fraction of
the cells, but not all, have decayed; by the third stage the
cells have decayed completely (see Table 4 for a summary
of term definitions). Observations made during Stages 1
or 3 provide a single bit of coarse information, indicating
only that Stage 2 has not yet begun or else that Stage 2
has already been completed. Observations made during
Stage 2 can provide a more accurate notion of time based
on the percentage of decayed bits.

Decay vs. Voltage: The decay rate of SRAM is expected
to depend only on its voltage level (Section 7). Temper-
ature, SRAM size, and circuit capacitance all affect the
rate of voltage depletion and thus only have secondary
effects on memory decay. Our experimental results (Fig-
ure 8) for five sets of tests (each at least 10 trials) support
this hypothesis. The same setup as explained before was
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Figure 7: The TARDIS presents a three-stage response pattern according to its amount of decay. Before 175 seconds,
the percentage of bits that retain their 1-value across a power-off is 100%. For times exceeding 225 seconds, the
TARDIS memory has fully decayed. The decay of memory cells between these two thresholds can provide us with a
more accurate measurement of time during that period. This graph presents our results measured on a TI MSP430F2131
with 256 B of SRAM and a 10 µF capacitor at 26◦C.

used and five different temperatures (one with a 10 mF
capacitor and four of them without) were tested.

Impact of Temperature: The work of Skoroboga-
tov [44] shows that low temperature can increase the
remanence time of SRAM, and the work of Halderman
et al. [19] similarly shows that low temperature can ex-
tend the remanence time of DRAM. For the TARDIS
using SRAM decay to provide a notion of time, the in-
teresting question is the opposite case of whether high
temperature can decrease remanence. We use the same
experimental setup as before (without using capacitors)
to investigate how decay time varies across five different
elevated temperatures (in the range of 28◦C−50◦C). The
off-time of the microcontroller varied from 0 to a maxi-
mum of 5 seconds. Figure 9 shows that the decay time
is non-zero across all temperatures. This indicates that
the TARDIS could work at various temperatures as long
as changes in the temperature are compensated for. For
the TARDIS, this compensation is done by using temper-
ature sensors which are available in many of the today’s
microcontrollers.5

Impact of Additional Capacitance: Capacitors can
greatly extend the resolution time of the TARDIS. In our
experiment, we have tested five different capacitors rang-
ing from 10 µF to 10 mF at 26.5◦C. For this experiment,
the capacitors were fully charged in the circuit and their
voltage decay traces were recorded. These traces were
later used in conjunction with our previous remanence-
vs.-decay results (Section 6) to calculate the time frame

5According to the TI website, 37% of their microcontrollers are
equipped with temperature sensors.

Cap. Size Stage 1 (s) Stage 2 (s)

0 µF 1.22e0 8.80e-1
10 µF 1.75e2 5.00e1
100 µF 1.13e3 8.47e2
1000 µF 1.17e4 9.50e3
10000 µF 1.43e5 >5.34e4∗

∗ Test was interrupted.

Table 5: Estimated time in Stage 1 and Stage 2 of the
TARDIS increases as capacitor size increases. The ex-
periments are done on a MSP430F2131 microcontroller
at 26.5◦C and an SRAM size of 256 B. Stage 1 is the time
after the power failure but before the SRAM decay. Stage
2 represents the duration of SRAM decay.

achievable with each capacitor. Table 5 summarizes the
results for the duration of TARDIS Stage 1 and 2 based on
capacitor size. The voltage decay traces, our conversion
function (DRV Prob.), and the resulting SRAM-decay-
over-time graph can be seen in Figure 10.

Results ranging from seconds to days open the path for
a wide variety of applications for the TARDIS, as it can
now be tweaked to work in a specific time frame. Current
RFID-scale devices generally use capacitors ranging from
tens of picofarads to tens of microfarads (e.g., [2] [3]).
Although a 10 mF capacitor size might be large compared
to the size of today’s transiently powered devices, the
progress in capacitors’ size and capacity may very well
make their use possible in the near future.

Impact of SRAM Size: Our hypothesis is that SRAM
size has an inverse relation with decay time. This is ex-
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Figure 10: For five different capacitor values, measured supply voltage traces are combined with a pre-characterized
DRV distribution to predict decay as a function of time. The decaying supply voltages after power is turned off are
shown at left. The known DRV probabilities (Equation 4) for 26.5◦C are shown at center. Equation 5 maps every supply
voltage measurement to a predicted decay, thus creating the memory-decay-vs.-time plots shown at right. The two
horizontal lines in the left image at approximately 150 and 50 mV are the voltages where the first and last bits of SRAM
will respectively decay.

pected because a larger SRAM will have a larger leakage
current and thus will drain the capacitor more quickly.
We tested three different models of MSP430 microcon-
troller with SRAM sizes of 256 B, 2 KB, and 8 KB at
28◦C with no capacitor. The DAQ sweeps off-time from
0 to a maximum of 5 seconds. The experiment results
are consistent with our hypothesis and are shown in Fig-
ure 11. It should be noted that SRAM size is not the only
difference between these three models, as they also have
slightly different power consumptions.

Impact of Chip Variation: The chip-to-chip variation
of the same microcontroller model is not expected to
have a major effect on the TARDIS. We tested three in-
stances of the MSP430F2131 with 256 B of memory and
no capacitor at 27◦C. The off-time changes from 0 to a
maximum of 2.5 seconds with increments of 0.2 seconds.
The result shown in Figure 12 matches our expectation
and shows that changes in decay time due to chip-to-chip
variation are insignificant (notice that no capacitor is used
and the temperature for one of the chips is one degree
higher). This result indicates that TARDIS would work
consistently across different chips of the same platform
and can be implemented on a system without concern for
chip-to-chip variation.

TARDIS Simulation: We verified the TARDIS mecha-
nism using SPICE simulation of a small SRAM array of
50 cells; the transistor models are 65 nm PTM, the power
pin is connected to VCC through a D1N4148 diode, and the
decoupling capacitor is 70 nF . Each transistor is assigned
a random threshold voltage deviation chosen uniformly
from range ±100 mV . Each line in Figure 13 plots the
voltage difference across the two state nodes A and B for
a single SRAM cell. Because all state nodes remain be-

tween 0V and VCC during the discharge, the differential
voltage is roughly enveloped by ±VCC as shaded in grey.
A positive differential voltage indicates a stored state of 1
(the written state), and a negative differential is a state of
0. Some of the nodes are observed to flip state, starting
when VCC reaches 200 mV at 0.55 seconds after power is
disconnected. As VCC discharges further, more cells decay
by crossing from state 1 to 0. When VCC is powered again
at 1.05 seconds, each cell locks into its current state by
fully charging either A or B and discharging the other; this
is observed in Figure 13 as an increase in the magnitude
of the differential voltage of each cell.

7 Inside an SRAM Cell

Each SRAM cell holds state using two cross-coupled
inverters as shown in Figure 14; the access transistors
that control reading and writing to the cell are omitted
from the figure. The cross-coupled inverters are powered
via connections to the chip’s power supply node. The
two states of the SRAM cell, representing a logical 1 and
logical 0, are symmetrical. In each state, under normal
conditions, the voltage of either A or B is approximately
Vcc while the voltage of the other is approximately 0V .

Data Retention Voltage: The minimum voltage at which
each cell can store either a 0 or 1 is referred to as the cell’s
data retention voltage (DRV) [36]. Since DRV depends
on random process variation, any set of SRAM cells will
have a distribution of DRVs. Although the actual DRV
distribution depends on process and design parameters,
typical values fall within the range of 50 mV to 250 mV ;
a published design in 0.13 µm has a distribution of DRVs
ranging from 80 mV to 250 mV , and our own analysis in
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Figure 8: Regardless of temperature, the amount of decay
depends almost entirely on the minimum supply voltage
reached during a power-down. The bottom graph shows
the 3-parameter DRV probabilities (Equation 4) that best
predict the observed relationships between decay and min-
imum supply voltage for each of the three temperatures.
The fit lines in the upper graph show the relationships
between decay and minimum supply voltage that are pre-
dicted by these DRV models (Section 10).

this work estimates a majority of DRVs to be in the range
of 50 mV to 160 mV (Figure 8).

7.1 Memory Decay Mechanisms
Memory decay occurs in SRAM when a cell loses its
state during a power cycle and subsequently initializes
to the opposite state upon restoration of power. Given
that each cell typically favors one power-up state over
the other [23, 17], memory decay can be observed only
when the last-written state opposes the favored power-up
state. We denote the favored power-up state as the ground
state, since this is the value an SRAM cell will take at
power-up after a very long time without power. We say
that a cell written with the value opposite its ground state
is eligible for memory decay. Each eligible cell will decay
once the supply voltage falls below the cell’s DRV. Cells
that are randomly assigned very low DRVs thus do not
decay until the supply voltage is very low. With sufficient
capacitance, it can take days for all eligible cells to decay.

Supply voltage decays according to Equation 1, where
VCC, ICC, and CCC represent the supply voltage, current,
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Figure 9: The duration of SRAM decay is non-zero across
all temperatures even when no capacitor is used. For
any given temperature, the duration of SRAM decay is
consistent across trials. Increasing the temperature from
28◦C to 50◦C reduces the duration of both Stage 1 and
Stage 2 decay by approximately 80%.
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Figure 11: Different microcontrollers within the
TI MSP430 family with different SRAM sizes exhibit
different decay times, but follow the same general trend.
The MSP430F2618, MSP430F169, and MSP430F2131
respectively have 8 KB, 2 KB, and 256 B of SRAM.

and capacitance of the power supply node. The voltage
decay is slowed by a large capacitance and low current,
and the following paragraphs explain why both are present
in our TARDIS application.

dvCC

dt
=

ICC

CCC
(1)

Large Capacitance: The large amount of charge stored
on the power supply node is due to the decoupling capac-
itance that designers add between VCC and gnd. During
normal operation, this capacitance serves to stabilize the
supply voltage to the functional blocks of the chip, in-
cluding SRAM. In some experiments, the time ranges
measurable by the TARDIS are further extended by sup-
plementing the standard decoupling capacitors with addi-
tional explicit capacitance.
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Figure 12: Decay versus time in 3 different instances of
the MSP430F2131 microcontroller at similar tempera-
tures. The durations of Stage 1 and Stage 2 decay match
closely across instances.
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when power is restored. The number of zeros after the
restoration of power is used to estimate the duration of
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Low Leakage Current: The total current ICC comprises
the operating current of the microcontroller and the
SRAM’s data-retention current; both currents are func-
tions of the supply voltage. The current during the voltage
decay is shown in Figure 15, and explained here:

Immediately after power is disconnected, supply volt-
ages are above 1.4 V and the microcontroller is oper-
ational. The observed current is between 250 µA and
350 µA, consistent with the 250 µA current specified
for the lowest-power operating point (1.8 V with 1 MHz
clock) of the MSP430F2131 [50]. The SRAM current is
negligible by comparison. The high current consumption
causes the voltage to decay quickly while the microcon-
troller remains active.

As the voltage drops below 1.4 V , the microcontroller
deactivates and kills all clocks to enter an ultra-low power
RAM-retention mode in an attempt to avoid losing data.

GND!

VCC!

A ≈ VCC!
B ≈ 0V!

PMOS!
Transistors!

NMOS!
Transistors!

Figure 14: The state-holding portion of an SRAM cell
consists of two cross-coupled inverters tied to the chip’s
power and ground nodes.

The nominal current consumed in this mode is only the
data-retention current, specified to be 0.1 µA for the 256 B
of SRAM in the MSP430F2131 [50]. In our observations,
ICC is between 0.5 µA and 10 µA during the time that VCC
is between 0.5 V and 1.4 V . This current is 1.5−3 orders
of magnitude smaller than the current when the microcon-
troller is active. With so little current being consumed, the
supply voltage decays very slowly. The current further
decreases as the supply voltage drops into subthreshold,
and cells begin to experience memory decay.6

Impact of Temperature: Increasing the temperature
leads to more rapid memory decay for two reasons. First,
increasing the temperature increases the leakage currents
that persist through data-retention mode. Increased leak-
age currents lead to a faster supply voltage decay, causing
the supply voltage to drop below DRVs sooner. Sec-
ond, temperature expedites memory decay by increasing
the DRV of SRAM cells [36], causing them to decay at
slightly higher supply voltages. Prior work shows a mod-
est 13mV increase in DRV when temperature increases
from 27◦C to 100◦C [36].

7.2 Choosing a State to Write

It is possible to increase the maximum observable memory
decay by making every cell eligible for decay. This would
be accomplished by characterizing the ground state of
each SRAM cell over many remanence-free trials [17, 23],
and then writing each cell with its non-ground state in
order to make its memory decay observable. In contrast
to writing a uniform 1 to all cells, this approach can
extract more timing information from the same collection
of SRAM cells. However, this alternative requires storing
the ground states in non-volatile memory (or equivalently
storing written states in non-volatile memory) in order to

6Note that setting VCC to 0 V during the power-down, instead of
leaving it floating, reduces voltage and memory decay times by at least
an order of magnitude [44] by providing a low impedance leakage path
to rapidly drain the capacitance; we have observed this same result in
our experiments as well.
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Figure 15: Supply voltage and current during two power-
down events with different capacitors. The voltage VCC
is measured directly, and the current ICC is calculated per
Equation 1 using the measured dVCC

dt and known capac-
itor values. The voltage initially decays rapidly due to
the high current draw of the microcontroller. When VCC
reaches 1.40V the microcontroller turns off and ICC drops
by several orders of magnitude, leading to a long and
slow voltage decay. At the time when VCC crosses the
horizontal line at 0.09V, approximately half of all eligible
cells will have decayed.

evaluate whether or not a cell has decayed. Our approach
of writing a uniform 1 to all cells makes it possible to
evaluate memory decay without this overhead simply by
evaluating the Hamming Weight of the SRAM state.

8 Alternative Approaches

The more general question of how to keep time without a
power source is fundamental and has numerous applica-
tions in security and real-time computing. Techniques for
keeping time without power or with very reduced power
typically rely on physical processes with very long time
constants. In CMOS, the most obvious process with a
long time constant is the leakage of charge off of a large
capacitor through a reverse-biased diode or MOSFET in
the cut-off region.

An unexplored alternative to the TARDIS is charging a
capacitor whenever the device is active, and checking the
capacitor’s voltage at a subsequent power-up to determine
whether the device has been active recently. The power-up
measurement can be performed using an ADC if available,
or else by checking whether or not the remaining voltage
is sufficient to register as a logical 1. This approach dif-
fers from the TARDIS in incurring monetary and power
costs due to the use of a dedicated capacitor and dedi-

cated input-output pins for charging the capacitor and
sensing its voltage. Furthermore, the capacitor voltage
is still dynamic after power-up, leaving the measurement
sensitive to timing variations caused by interrupts. By
comparison, the TARDIS uses no dedicated capacitor or
input-output pins; its measurement materializes in SRAM
at power-up and remains static thereafter until being read
and subsequently overwritten.

The EPC Gen2 protocol [12] requires UHF RFID tags
to maintain four floating-gate based “inventorial flags”
used to support short power gaps without losing the se-
lected/inventoried status. An interesting alternative ap-
proach could co-opt these flags to provide a notion of
time; however, the flags only persist between 500ms and
5s across power failures. In comparison, the SRAM-
based approach in the TARDIS has a resolution time from
seconds to hours and has a temperature compensation
mechanism. Another advantage of the TARDIS is that
it works on any SRAM-based device regardless of the
existence of special circuits to support inventorial flags.

9 Related Work

RFID Security and Privacy: The inability of intermit-
tently powered devices to control their response rates has
made them susceptible to various attacks. An RFID tag
could be easily “killed” by exhausting all possible 32-bit
“kill” keys. Such unsafe “kill” commands could be re-
placed with a “sleep” command [25]; however, lack of a
timer to wake up the tag in time has made the use of the
“sleep” command inconvenient. The key to e-passports
can be discovered in real time by brute-force attacks [6].
The attack could be slowed down if the e-passport had a
trustworthy notion of time. The minimalist model [24] of-
fered for RFID tags assumes a scheme that enforces a low
query-response rate. This model could be implemented
using the TARDIS.

Secure Timers: To acquire a trustworthy notion of time,
multiple sources of time can be used to increase the se-
curity level of a timer [40]; but this requires the device
to interact actively with more than one source of time,
which is not practical for RFID tags that use passive radio
communication. The same issues prevent us from using
the Lamport clock and other similar mechanisms that pro-
vide order in distributed systems [26]. This inability to
acquire secure time precludes the use of many crypto-
graphic protocols, including timed-release cryptography
[29] [39]

Ultra-low Power Clocks: With the rise of pervasive com-
puting come a need for low-power clocks and counters.
Two example applications for low-power clocks are times-
tamping secure transactions and controlling when a device
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should wake from a sleep state. The lack of a rechargeable
power source in some pervasive platforms requires ultra-
low power consumption. Low voltage and subthreshold
designs have been used to minimize power consumption
of digital circuits since the 1970s [48]. Circuits in wrist-
watches combine analog components and small digital
designs to operate at hundreds of nW [53]. A counter
designed for smart cards uses adiabatic logic to oper-
ate at 14KHz while consuming 11nW of power [49]. A
gate-leakage-based oscillator implements a temperature-
invariant clock that operates at sub-Hz frequencies while
consuming 1pW at 300mV [28]. A TI-recommended
technique [37] for the MSP430 is to charge a dedicated
external capacitor from the microcontroller while in a
low-power sleep mode with clocks deactivated; the mi-
crocontroller is triggered to wake up when the capacitor
voltage surpasses a threshold. But all of these solutions,
while very low-power, still require a constant supply volt-
age and hence a power source in the form of a battery or a
persistently charged storage capacitor. However, embed-
ded systems without reliable power and exotic low-power
timers may still benefit from the ability to estimate time
elapsed since power-down.

Attacks Based on Memory Remanence: Processes with
long time constants can also raise security concerns by
allowing data to be read from supposedly erased memory
cells. Drowsy caches [13] provide a good background on
the electrical aspects of data retention. Gutmann stated
that older SRAM cells can retain stored state for days
without power [18]. Gutmann also suggest exposing the
device to higher temperatures to decrease the retention
time. Anderson and Kuhn first proposed attacks based on
low-temperature SRAM data remanence [4]. Experimen-
tal data demonstrating low-temperature data remanence
on a variety of SRAMs is provided by Skorobogatov [44],
who also shows that remanence is increased when the sup-
ply during power-down is left floating instead of grounded.
More recent freezing attacks have been demonstrated on a
90nm technology SRAM [52], as well as on DRAM [19].
Data remanence also imposes a fundamental limit on the
throughput of true random numbers that can be generated
using power-up SRAM state as an entropy source [42].
The TARDIS, in finding a constructive use for remanence
and decay, can thus be seen as a counterpoint to the at-
tacks discussed in this section. The TARDIS is the first
constructive method that takes advantage of SRAM rema-
nence to increase the security and privacy of intermittently
powered devices.

10 Conclusions

A trustworthy source of time on batteryless devices could
equip cryptographic protocols for more deliberate defense
against semi-invasive attacks such as differential power

analysis and brute-force attacks. The TARDIS uses rema-
nence decay in SRAM to compute the time elapsed during
a power outage—ranging from seconds to hours depend-
ing on hardware parameters. The mechanism provides
a coarse-grained notion of time for intermittently pow-
ered computers that otherwise have no effective way of
measuring time. Applications using the TARDIS primar-
ily rely on timers with hourglass-like precision to throttle
queries. The TARDIS consists purely of software, making
the mechanism easy to deploy on devices with SRAM. A
novel aspect of the TARDIS is its use of memory decay or
data remanence for improved security rather than attack-
ing security. Without the TARDIS, batteryless devices are
unlikely to give you the time of day.
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Appendix

Model of Decay Probabilities
Knowing the DRV distribution of a collection of SRAM
cells makes it possible to predict the amount of memory
decay that will result from reaching any known minimum
supply voltage during a power cycle. We propose a simple
and intuitive 3-parameter (α,µ,σ ) model to characterize
the DRV distribution. We chose the parameters such that
the model predictions agree with empirical data relating
memory decay to minimum supply voltage.

Cells eligible for memory decay after being written
with a value of 1 are those with a ground state of 0. We

use g = 0 to denote cells with a 0 ground state, and use α

to denote the fraction of cells with this ground state; α is
therefore the largest fraction of cells that can decay after
writing a 1 to all cells.

Pr(g = 0) = α (2)

Among cells that are eligible for memory decay, we
assume that DRVs are normally distributed with mean µ

and standard deviation σ (Equation 3).

DRV | (g = 0) ∼ N
(
µ,σ2) (3)

The probability of a randomly selected cell being eli-
gible for memory decay and having DRV = v is given by
Equation 4. This is an α-scaled instance of the PDF of a
normally distributed random variable, and we refer to this
as the “DRV probability” of voltage v.

Pr((g = 0)∧ (DRV = v)) =
α

σ
√

2π
e−(v−µ)2/(2σ2) (4)

If the minimum voltage of a power cycle is known, then
the 3-parameter model can predict the memory decay. The
cells that will decay are eligible cells with a DRV that is
above the minimum supply voltage reached during the
power cycle. A closed-form equation for predicting the
memory decay from the minimum voltage and model
parameters is then given by Equation 5; this equation is 1
minus the CDF of a normally distributed random variable,
scaled by α .

DPRED(vmin,α,µ,σ) = α

1−
1+ er f

(
vmin−µ

σ
√

2

)
2


(5)

A 3-parameter model is evaluated according to how
well its predicted memory decay matches empirical data.
The evaluation is performed using a set of n observations
〈v0,D(v0)〉,〈v1,D(v1)〉, . . . ,〈vn−1,D(vn−1)〉; each obser-
vation is a measurement of the minimum supply voltage
reached during a power cycle, and the memory decay
observed across that power cycle. The prediction error of
any model is defined according to Equation 6. We initially
use the set of measurements to find the model parameters
that minimize the prediction error (see Figure 8).

ERR(α,µ,σ) =
n−1

∑
i=0

(DPRED (vi,α,µ,σ)−D(vi))
2 (6)

After measurements are used to fit the model parame-
ters to empirical data, the model is subsequently used to
predict memory-decay-vs.-time curves from voltage-vs.-
time measurements (see Figure 10).
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