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ABSTRACT

This thesis investigates how to model and mitigate the security and privacy impact of un-

defined information channels in the analog-digital interfaces of sensing systems. Sensors

bridge the physical and digital worlds and have become a fundamental building block of

modern computer systems. The physical and analog nature of sensor hardware, however,

creates an inherent gap in the abstraction of sensors when sensor hardware is interfaced with

computer software. The lack of comprehensive and proper abstraction causes side channels

in physical-digital information transformation, resulting in information leakage and manip-

ulation problems that could compromise the data security and user privacy of emerging

cyber-physical technologies.

By analyzing the sensing model and several representative examples of camera sensing

and other embedded sensors, my thesis first investigates how three key factors of modern

sensor design contribute to sensor data leakage problems. These factors include (1) the

increasing resolution and sensitivity of sensors, (2) the increasing structural complexity of

sensors, and (3) the more standardized but unprotected sensor data distributions. The first

factor is demonstrated by a case study of webcams leaking user screen contents during video

conferencing when the screen contents are reflected by users’ eyeglasses, and generalized to

another threat model of smartphone zero-permission accelerometers and gyroscopes leaking

touchtone audio. The second factor is demonstrated by exploiting the rolling shutter and

movable lens structures of smartphone cameras to extract ambient audio from a stream of

photos. The third factor is demonstrated by eavesdropping on the electromagnetic leakage

of camera data transmission interfaces to reconstruct confidential camera videos in real

time. Besides information leakage, this thesis explains how such side channels in sensors

also allow the injection of false information into sensing systems. Specifically, it shows

how intentional electromagnetic interference can interact with analog sensing circuits to

manipulate the temperature readings of vaccine temperature monitors and induce phantom

keystroke inputs on various types of keyboards. Finally, the thesis generalizes the concept of

sensor side channels and proposes that when properly controlled, such side channels could

be utilized by system defenders to strengthen existing systems, such as synthesizing virtual

sensors from existing sensor hardware to perform multimodal sensing and authentication.
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CHAPTER 1

Introduction

My thesis investigates how to protect sensors from information eavesdropping and output

manipulation by adversaries exploiting physics-based side channels of sensor semiconductors.

Sensors are increasingly omnipresent in public and private spaces. Cyber-physical Systems

(CPS) depend on sensors to make life-critical decisions ranging from steering an autonomous

vehicle to defibrillating a patient’s heart. It’s extremely important to ensure confidential and

trustworthy data from sensors to avoid leaking privacy and even life-critical information to

unauthorized parties or making misinformed tragic decisions. However, a substantial gap

persists between what system and application engineers expect from sensor semiconductors

and what sensors actually provide in terms of trustworthiness for protecting the confiden-

tiality and integrity of sensitive information. This gap leads to sensor side channels and an

emerging branch of computer security vulnerabilities that threaten data security and user

privacy.

The core research problem of this thesis is to characterize and model the side channels

in sensing systems to enhance the discovery, analysis, and mitigation of sensor side channel

vulnerabilities. My thesis uses an inductive approach to build the analytical framework for

sensor side channels given that a thorough understanding of the representative instances of

such problems is the key first step to achieving generalization and formalism. The thesis

is heavily based on experiments, case studies, and quantitative measurements. It does not

seek to directly investigate and address sensor side channel problems in every type of sensing

device since there are hundreds of different types of sensors and even significantly more

diverse implementations. Instead, my thesis focuses on embedded cameras, i.e., optical

sensors widely embedded in consumer electronics including smartphones, laptops, and IoT

devices, as an enlightening example. My thesis aims to generalize the analysis, measurement,

and mitigation methodologies that can be applied to other types of sensors. Besides camera

sensing, my thesis also provides case studies on inertial measurement units (IMUs, a.k.a.

motion sensors), temperature sensors, and keyboard sensing to demonstrate how to generalize

the problems and analysis.
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Based on the background of existing sensor security problems, I first summarize a sensing

model that demonstrates how today’s sensing system designers mentally model the sensing

process (Chapter 2). The model points out several key requirements that need to be satisfied

to avoid security and privacy problems in this process. However, my thesis hypothesizes that

these requirements are increasingly more challenging to fulfill in emerging sensing systems

due to several key trends observed in sensor hardware, namely (1) the increasing resolution

and sensitivity, (2) the increasing structural complexity, and (3) the increasing surface of

unprotected data transmissions in sensing systems.

My thesis then analyzes how these three key trends create information leakage problems

that provide experimental evidence for the thesis’s hypotheses. In Chapter 3, I explain

how the increasing resolution and sensitivity of webcams result in the leakage of user screen

information in video conferences, and how smartphone motion sensors leak touch-tone audio

due to similar problems. In Chapter 4, I explain how the increasing complexity of smartphone

cameras’ rolling shutters and movable lenses enable adversaries to extract room audio from

camera photo streams. In Chapter 5, I explain how the unprotected data transmission

interfaces in embedded cameras allow adversaries to eavesdrop on confidential camera videos

in real-time by analyzing the electromagnetic leakage from the interfaces.

In the case studies of information leakage problems, we model sensor side channels as

functions that map physical signals containing unintended secret information to digital sensor

readings accessed by adversaries. Three key tasks of our experiments include (1) measuring

how much secrete information adversaries can recover from the sensor readings they have

access to, (2) identifying and characterizing the significant factors (variables) of these func-

tions that affect the level of adversarial information recovery, and (3) proposing software

and hardware defenses that improve the system design choices of the identified factors. We

collect sensor data in both controlled lab environments and uncontrolled environments. The

former is used to control, study, and develop hypotheses for the function factors while the

latter is mainly used for testing our hypotheses and evaluation. In some cases, we also

conduct user studies with human subjects to understand how human factors interact with

these sensor side channels. To evaluate the capacity of sensor side channels, i.e., how much

information can adversaries extract from them, we utilize both objective signal metrics such

as signal-to-noise ratios and similarity scores, as well as machine learning-based information

label classification tests.

While side channels are mostly known to cause information leakage problems, my thesis

shows how the framework of Chapter 2 can also be used to analyze both sensor data integrity

problems caused by physical signal injection attacks, and the potential opportunities for

system designers to actively utilize such side channel information for good purposes such
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as multimodal authentication. To substantiate the analysis of the first point, Chapter 6

provides two case studies on how intentional electromagnetic interference can inject false

temperature readings into vaccine temperature monitors and inject phantom keystrokes into

various types of keyboards by exploiting the side channels in the analog sensing circuits. For

the second point, Chapter 7 provides a more dedicated analytical framework for sensor side

channels in authenticating settings and a case study on synthesizing virtual motion sensors

to capture smartphone users’ hand tremor signals, which can then be used to strengthen

existing face authentication systems against spoofing attacks.

Contribution & Published Results. To summarize, my thesis presents original research

that advances the research of sensing security and privacy by providing the following major

contributions.

• New Vulnerability Characterization. We discover and investigate a series of novel

sensor side channel problems in cameras and other types of embedded sensors that pose

threats of information leakage and false information injection. Particularly, the dis-

covery of these camera-based channels reveals an orthogonal space of potential cyber-

security threats that can have real-world impact on a wide range of users who interact

with camera-enabled electronic devices on a daily basis.

• Theoretical Analysis and Modeling. We provide a side channel-based analytical

framework for modeling sensing security and privacy problems. The framework com-

plements existing side channel literature by modeling the hardware-software interfaces

of sensors. Such analysis and modeling enable more rapid and systematic discovery

and evaluation of sensor side channels.

• Mitigation and Utilization Methodology. We provide a mitigation methodology

that aims to address the modeled root causes of these sensor side channel problems.

Such a methodology enables the identification of sensor design improvement that may

be integrated into future sensing systems for preventive countermeasures. In addition,

we explain how once mitigated and controlled, sensor side channels can be utilized by

defenders to synthesize virtual sensors for multimodal authentication.
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CHAPTER 2

Background & Problem Descriptions

2.1 Related Works

2.1.1 Sensor-based Eavesdropping Attacks

Eavesdropping attacks violate the confidentiality aspect of system security policies using side

channel information. A good example of sensor side channel eavesdropping is the work of Gy-

rophone by Michalevsky et al [171]. The authors discover that adversaries can eavesdrop on

sound using gyroscopes in smartphones. Since smartphone operating systems do not require

user permission for applications to access gyroscope data, in contrast to microphone data

access that requires permission, this technique allows adversaries to bypass the smartphone

access control system. Later, several works also showed that the same principle applies to

smartphone accelerometers and that advanced machine learning techniques can be used to

achieve high accuracies of audio information inference [51, 123, 63, 45]. Another category

of representative works investigated how to eavesdrop on smartphone PIN inputs using side

channel information in sensors data, including using cameras and microphones [208], gy-

roscopes [66], light sensors [214], etc. These previous works closely align with my thesis,

which investigates three new categories of camera-based sensor side channels. While most

of these previous works study sensor side channels that allow software-space adversaries to

eavesdrop on physical information, my thesis also investigates electromagnetic side channels

of sensors that allow external, physical adversaries to infer confidential sensor data. Further-

more, my thesis builds a side-channel analysis framework for sensor side channels that aims

to systematize the exploration and analysis of potential sensor side channels.

2.1.2 Transduction Attacks

Transduction attacks inject analog signals into sensors where victim sensor circuitry trans-

duces an attacker’s malicious physical signals to untrustworthy sensor measurements [102,
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247]. Such malicious physical signals can often be in different physical modalities (e.g.,

acoustic vs. optical) or frequency ranges (e.g., audible vs. ultrasound) than what the sen-

sors are designed to sense. For example, Light Commands [217] uses lasers to inject false

speech signals into microphones. Works such as Walnut [209, 228] use acoustic injections

to influence and control the output of MEMS gyroscopes and accelerometers. Ghost Talk

[99] uses electromagnetic waves to inject audio signals into microphones. An SoK and a

survey [247, 107] provide a comprehensive review of these attacks. Transduction attacks and

side channel-based eavesdropping attacks are often two sides of the same coin. Although

my thesis mainly employs the lens of side channel and eavesdropping attacks, the sensor

side channels we discover and analyze are essentially low-level mechanisms that can also be

exploited by transduction attacks, as further demonstrated in Chapter 6.

2.2 Sensing Security Problems

We first provide a high-level model of the sensing process to provide key definitions and

show the potential security problems that can happen based on the model. The main goal of

such modeling is to explain existing sensing security and privacy problems as well as predict

future problems using the lens of side-channel analysis.

Sensor. A sensor is a device that can convert analog physical signals to digital soft-

ware samples. The major components of a typical sensor include a transducer, a signal

conditioning chain, an analog-to-digital converter (ADC), and data transmission interfaces.

Sensors are mostly used as peripherals of computer systems for collecting physical informa-

tion. This thesis calls a computer system with sensors to perform sensing functionalities a

sensing system.

Transducer Unit. Mathematically, a transducer unit maps a set of random variables

to a single random variable that the downstream ADC will process. The transducer of a

sensor is the collection of all transducer units in this physical sensor.

Intended and Unintended Input. An input of a sensor/sensing system is a physical

quantity modeled as a random variable. An intended input is a variable that the system

designer intends to sample while unintentional inputs are the other random variables in the

domain of the transducer units. Intended inputs provide a minimal set of information for

the sensing system to achieve the designed functionality.

Sensing Process. A sensor has a set of Ntrans transducer units, each denoted as a func-

tion f i
trans, i ∈ {1, 2, ..., Ntrans}. We denote a set of intended inputs that the system designer

wants to measure with this sensor as sint. Similarly, denote the set of all unintentional inputs
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as sside. The i-th transducer unit has:

di = fADC(f
i
trans(sint, sside) + ni, fs), (2.1)

where fs is the sampling rate of the sensor, ni denotes the inherent noise of the transducer

unit, and di denotes the digital data accessed in the software space. We further denote all

digital data produced by this sensor as dsensor

Secret. A secret is a piece of information, also modeled as a random variable, that once

partially accessed by an untrusted party, results in a security problem. In this model, a

secret is either an intended or an unintended input for a sensor. A confidentiality problem

happens if a secret can be (at least partially) read by an untrusted party; an integrity problem

happens if a secret can be (at least partially) written by an untrusted party. We denote a

set of secrets as ssec

Key Requirements. In the sensing model above, a trusted party must be able to access

dsensor in the software space to fulfill the system’s functionality. More importantly, several

key requirements need to be satisfied for the system to be secure:

• KR1. Confidentiality: When dsensor are made accessible to untrusted parties in the

software space, neither sint nor sside should contain secrets.

• KR2. Confidentiality: When sint or sside do contain secrets, untrusted parties should

not have full or partial read access to dsensor by all means.

• KR3. Integrity: When sint contains secrets, untrusted parties should not have full or

partial write access to sside to change dsensor.

2.2.1 Hypotheses

Analyzing the sensing model above, my thesis investigates several hypotheses on how

observed key trends and factors make it increasingly more challenging to fulfill the key

requirements in emerging sensing systems or provide new opportunities for system defenders

to strengthen existing systems’ security.

H1. Regarding KR1, we hypothesize that while the set of secrets ssec could be constant,

the sets sint and sside keep growing in size due to constant improvement of sensor hardware

such as the increasing resolution and sensitivity (Chapter 3) as well as the increasing struc-

tural complexity of sensors (Chapter 4). This increases the coverage of ssec ∩ (sint ∪ sside),

creating side channels that communicate secrets to untrusted parties and compromise data

confidentiality.
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H2. Regarding KR2. We hypothesize that the challenge of data confidentiality in-

creases as dsensor are distributed and processed in multiple hardware components in modern

computer systems in an unencrypted manner. The transmission of dsensor between these

components increases the attack surface, potentially generating side-channel leakage that

allows untrusted parties to eavesdrop on dsensor and further infer ssec from outside of the

system (Chapter 5).

H3. Regarding KR3. We hypothesize that the challenge of sensor data integrity also

keeps increasing. This is again mostly caused by the expansion of sside because it gets more

difficult to prevent untrusted parties from interacting with sside to change dsensor, essentially

injecting false information into the system through sensor side channels (Chapter 6).

H4. Finally, we hypothesize that the side channels in sensing systems can be regarded

as neutral information channels under certain conditions, and may be utilized by system de-

signers and defenders to acquire useful information for strengthening the security of existing

systems (Chapter 7).

It is worth pointing out that the key requirements KR1-KR3 can themselves be treated

as hypotheses of how the security and privacy and sensing system could be compromised.

These hypotheses have been implicitly verified by prior related works (Section 2.1). The

unique contributions of this thesis lie in the new hypotheses H1-H4 that provide explicit

and systematic characterization and modeling of how side channels could manifest in existing

and future sensing systems due to sensor hardware evolution.
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CHAPTER 3

Information Leakage Due to Increasing

Sensor Resolution and Sensitivity

3.1 Overview

This section investigates hypothesis H1 using two examples, namely the sensing process of

cameras (Section 3.2–Section 3.8) and inertial measurement units (IMUs) (Section 3.9).

In cameras, Ntrans takes the form of the number of pixels, i.e., camera resolution; ni rep-

resents various imaging noises inherent to the camera circuit that determine the sensitivity

of the camera. This case study [165] shows how the increasingly higher resolution and sen-

sitivity of webcams allow adversaries to start eavesdropping on secret information displayed

video conferencing users’ computer screens through the eyeglass reflections of these users.

Besides camera sensing, we also provide another less detailed example of IMU sensing [64].

In an IMU, Ntrans takes the form of the number of individual channels in its gyroscope

(yaw, pitch, roll) and accelerometer (x, y, z) while ni determines how sensitive these sensors

are to motion signals. This case study shows how present-day IMUs in smartphones are

sensitive enough to capture the tiny vibrations of touchtone audio generated by smartphone

speakers and how strategically integrating information from multiple channels recovers more

information of the original audio signals.

3.2 Threats of Webcams in Video Conferencing

Online video calls have become ubiquitous as a remote communication method, especially

since the recent COVID-19 pandemic that caused almost universal work-from-home policies

in major countries [90, 59, 49] and made video conference a norm for companies and schools

to accommodate interpersonal communications even after the pandemic [19, 137, 194, 10].
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Figure 3.1: The optical emanations of the victim’s screen are reflected by eyeglasses, cap-
tured by the victim’s webcam, and streamed to the adversary, which can then be used to
reconstruct the screen contents. The experimental setup (a) with a laptop built-in webcam
(b) (red box, 720p), an external Logitech webcam (c) (green box, 1080p), and a Nikon DSLR
(d) (blue box, 4K) helps us predict the future fidelity of the attacks as video conferencing
technologies evolve.

While video conferencing provides people with the convenience and immersion of visual

interactions, it unwittingly reveals sensitive textual information that could be exploited by

a malicious party acting as a participant. Each video participant’s screen could contain

private information. The participant’s own webcam could capture this information when it

is reflected by the participant’s eyeglasses and unwittingly provide the information to the

adversary (Figure 3.1). We refer to this attack as a webcam peeking attack. Furthermore,

adversary capabilities will only continue to increase with improvements to resolution, frame

rate, and more. It is thus important to understand the consequences and limits of webcam

peeking attacks in present-day and possible future settings.

Previous work shows that similar attacks exploiting optical reflection off nearby objects

in controlled setups are feasible, such as observing teapots on a desk with high-end digital

single-lens reflex (DSLR) cameras and telescopes at a distance [53, 52]. The challenge and

characterization of peeking using the more ubiquitous webcams, however, are qualitatively

different due to the lower-quality images of present-day webcams. The lower-quality webcam

images are caused by unique types of distortions, namely the shot and ISO noise due to

insufficient light reception, and call for new image-enhancing techniques. In addition, new

mathematical models and analysis frameworks are needed to understand the threat model

of webcam peeking attacks. Finally, this new threat model requires a dedicated evaluation
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to clarify the potential threats and mitigations to the average video conference user.

There are many types of media that can leak over optical reflections, including text and

graphics. We focus on textual leakage in this work as it’s a natural starting point for mea-

surable recognizability and modeling of the fundamental baseline of information leakage, but

also provides insights into the leakage of non-textual information such as inferring displayed

websites through recognizing graphical contents on the screen. We seek to answer the fol-

lowing three major questions: Q1: What are the primary factors affecting the capability of

the webcam peeking adversary? Q2: What are the physical limits of the adversary’s capa-

bility in the present day and the predictable future, and how can adversaries possibly extend

the limits? Q3: What are the corresponding threats of webcam peeking against cyberspace

targets and the possible mitigations against the threats?

To answer Q1, we propose a simplified yet reasonably accurate mathematical model for

reflection pixel size. The model includes factors such as camera resolution and glass-screen

distance and enables the prediction of webcam peeking limits as camera and video technology

evolve. By using the complex-wavelet structural similarity index as an objective metric for

reflection recognizability, we also provide semi-quantitative analysis for other physical factors

including environmental light intensity that affect the signal-to-noise ratio of reflections.

To answer Q2, we analyze the distortions in the webcam images and propose multi-

frame super resolution reconstruction for effective image enhancement to extend the limits.

We then gather eyeglass reflection data in optimized lab environments and evaluate the

recognizability limits of the reflections through both crowdsourcing workers on Amazon

Mechanical Turk and optical character recognition models. The evaluation shows over 75%

accuracy on recognizing texts that have a physical height of 10 mm with a 720p webcam.

To answer Q3, we focus on web textual targets to build a benchmark that enables mean-

ingful comparisons between present-day and future webcam peeking threats. We first map

the limits derived from the model and evaluations to web textual content by surveying pre-

vious reports on web text size and manually inspecting fonts in 117 big-font websites. Then,

we conduct a user study with 20 participants and play a challenge-response game where one

author acts as an adversary to infer HTML contents created by other authors. Results of

the user study suggest that present-day 720p webcams can peek texts in the 117 big-font

websites and future 4K webcams are predicted to pose threats to header texts from popular

websites. We investigated the underlying factors enabling easier webcam peeking in the user

study by analyzing the correlation between adversary recognition accuracy and multiple fac-

tors. We found, for example, user-specific parameters including browser zoom ratio play a

more important role than the glass-screen distance. Besides texts, we also explored the fea-

sibility of recognizing websites through graphical content with 10 participants and observed
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accuracies as high as 94% on recognizing a closed-world dataset of Alexa top 100 websites.

Finally, we discuss possible near-term mitigations including adjusting environmental

lighting and blurring the glass area in software. We also envision long-term solutions fol-

lowing an individual reflection assessment procedure and a principle of least privilege. In

summary, the goal of this work is to provide a theoretical foundation and benchmark for

the study of emerging webcam peeking threats with evolving webcam technologies and the

development of more secure video conferencing infrastructures.

3.2.1 Related Work

The problem of screen reconstruction is a long-studied challenging problem. In this section,

we analyze the past works that served as the foundations for our thinking in the context of

video conferencing today and in the predicted future.

Screen Peeking Using Cameras. Screen-peeking with cameras through optical ema-

nation reflections has been explored in previous works. In 2008, Backes et al. [53] showed

that adversaries can use off-the-shelf telescopes and DSLR cameras to spy victims’ LCD

monitor screen contents from up to 30m away by utilizing the reflective objects that can be

commonly found next to the monitor screen such as teapots placed on a desk. In 2009, the

authors [52] took the attack to the next level by addressing the challenges of motion blur and

out-of-focus blur by performing deconvolution on the photos with Point Spread Functions

(PSF). Our work differs from these previous works by exploiting the victims’ own webcams

in video conferences for a remote attack. Such changes call for different imaging enhancing

techniques due to the different types of image distortions. In addition, reflective objects

on the desks and human eyes cannot be easily utilized due to very large curvatures. We

thus exploit the glasses people wear to video conferences as a modern attack vector. [244]

proposed a relevant idea of using adversary-controlled webcams to detect changes in web-

page links’ colors for inferring visited websites. It requires the adversary to take control over

the victim’s webcam with malicious web modules and exploits coarse-grain color variations,

while our work studies more natural attack vectors in video conferencing and investigate the

limits of textual reconstruction.

Screen Content Reconstruction With Other Emanations. Besides the direct

optical emanations from the screen that we exploit in this work, previous works also explored

other channels such as electromagnetic radiation [234, 144, 146] and acoustic emanations

[106]. Reconstructing screen contents with such emanations usually requires using additional

eavesdropping hardware that is placed close to the victims by the adversary. On the other

hand, our work exploits the victim’s own webcams, making the attack more accessible.
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Remote Eavesdropping Via Audio/Video Calls. Similar to our work, such attacks

assume the adversary and victim are both participants of an audio/video conference, and

the adversary can eavesdrop on privacy-sensitive information by analyzing the audio/video

channels. For example, Voice-over-IP attacks for keystroke inference eavesdrop on the vic-

tim’s keyboard inputs by utilizing timing and/or spectrum information embedded in the

keystroke acoustic emanations [68, 79, 207, 96]. Recently, Sabra et al. [194] proposed works

solving the problem of inferring keystrokes by analyzing the dynamic body movements em-

bedded in the videos during a video call. Hilgefort et al. [120] spies victims’ nearby objects

through virtual backgrounds in video calls by carrying out foreground-background analysis

and accumulating background pixels. In contrast, our work explores the related problem of

content reconstruction using only the optical reflections from participants’ glasses embedded

in the videos.

3.3 Threat Model & Background

3.3.1 Threat Model

In this work, we study the webcam peeking attack during online video conferences, where

the adversary and the victim are both participants. We assume the device the victim uses

to join the video conference consists of a display screen and either a built-in or an external

webcam that is mounted on the top of the screen as in most cases, and the victims wear

glasses with a reflectance larger than 0, i.e., at least a portion of the light emanated by

the monitor screen can be reflected from the glasses to the webcams. We do not enforce

constraints on the devices used by the adversary. When the adversary launches the attack,

we assume the victim is facing the screen and webcam in the way that the screen emanated

light has a single-reflection optical path into the webcam through the eyeglass lens’s outer

surface. We do not assume the adversary has any control or information on the victim’s

device.

We assume that the victim’s up-link video stream is enabled during the attack, and the

adversary can acquire the down-link video stream of the victim. The adversary can achieve

that by either directly intercepting the down-link video stream data, or recording the victim’s

video with the video conferencing platform being used or even third-party screen recording

services. Since the webcam peeking attack does not require active interaction between the

victim and the adversary, the adversary does not need to attempt a real-time attack but can

store the video recording and analyze the videos offline.
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3.3.2 Glasses

The most common types of glasses that people wear in a video conferencing setting are

prescription glasses [121] and blue-light blocking (BLB) glasses [186, 15]. BLB glasses can

either have prescriptions with BLB coating or be non-prescription (flat). The reflectance

and curvature of glass lenses are the two most important characteristics in the process of

reflecting screen optical emanations.

Reflectance. Reflectance of a lens surface is the ratio between the light energy reflected

and the total energy incident on a surface[9]. Reflectance is wavelength-dependent. The

higher the reflectance, the more light can be reflected to and captured by a webcam.

Curvature. Curvature of a lens surface represents how much it deviates from a plane.

The concepts of curvature, radius, and focal length of an eyeglass lens are used interchange-

ably on different occasions and are related by: Curvature = 1/Radius = 2/FocalLength.

Smaller curvature leads to larger-size reflections. Both the outer and inner surfaces of a lens

can reflect, but the outer surface often has smaller curvature and thus produce better quality

reflections. This paper refers to the eyeglass lens curvature/radius/focal length as that of

the outer surface if not specified otherwise.

Lens Power & Focal Length. The power/Diopter of a lens is defined as the reciprocal

of the lens’ nominal focal length. Different from the fg used before, this nominal focal length

corresponds to the optical effect produced by the combination of the outer and inner surfaces

of the lens, and is related to the radius of the outer and inner surfaces by the Lens Maker’s

Formula [149]:

D =
1

f
= (n− 1)(

1

Ro

− 1

Ri

)

where Ro and Ri are the radius of the outer inner surfaces respectively, and n is the refractive

index of lens material. When the lens power and materials are set, Ro and Ri can both

be adjusted to produce the desired power. However, flatter outer surfaces, as known as

base curves, are often used for higher power lenses [20]. This is why we observe a positive

correlation between fg and the lens power in Section 3.5.5.

3.3.3 Digital Camera Imaging System

Digital cameras have sensing units uniformly distributed on the sensor plane, each of which

is a Charge-coupled Device (CCD) or Complementary Metal-oxide-semiconductor (CMOS)

circuit unit that converts the energy of the photons it receives within a certain period of

time, i.e., the exposure time, to an amplitude-modulated electric signal. Each sensing unit

then corresponds to a “pixel” in the digital domain. The quality of a digital image to human
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perception is mainly determined by its pixel resolution, color representation, the amount

of received light that is of our interest, and various imaging noise. The two key imaging

parameters that are closely related to webcam peeking attacks are described below.

Exposure Time. Theoretically, the longer the exposure time, the more photons will

hit the imaging sensors, and thus there can be potentially more light of interest captured.

The images with a longer exposure time will generally be brighter. The downside of having

a longer exposure time is the aggravated motion blur when imaging a moving object.

ISO Value. The ISO value represents the amplification factor of the photon-induced

electrical signals. In darker conditions, the user can often make the images brighter by

increasing the ISO value. The downside of having a higher ISO is the simultaneous amplifi-

cation of various imaging noises.

Webcam Parameter Estimation. Manufacturers of the laptop built-in webcams often

do not share information about the webcam focal length f and imaging sensor physical size

W . In this case, further estimation needs to be made. The term f
W

is a function of the

vertical field-of-view (FoV) of the webcams. Specifically, the FoV angle α can be written as

α = 2 tan−1 W

2f

Considering that typical webcams have a diagonal FoV of in the range 70 − 90◦, we can

convert it to a typical vertical FoV of about 40 − 50◦ for a 720p webcam and thus get f
W

approximately in the range of 1.1− 1.4 [3, 2, 4].

3.3.4 Text Size Representations

It is important to select proper representations of text size in both digital and physical

domains since the size of the smallest recognizable texts is the key metric for webcam peeking

limits. When texts are digital, i.e., in the victim’s software such as browsers and in the

webcam image acquired by the adversary, we use point size and pixel size to represent the

text size respectively. In the physical domain, i.e., when the texts are displayed on users’

screens as physical objects, we use the cap height of the fonts and the physical unit mm to

represent the size as it is invariant across different computer displays and enable quantitative

analysis of the threats. Cap height is the uniform height of capitalized letters when font style

and size are specified and is thus usually used as a convenient representation of physical text

size and the base for other font parameters [47, 48].
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Figure 3.2: (Upper) The captured images of the reflections. Compared with the ideal re-
flections, additional distortions exist that undermine image recognizability. (Lower) The
estimated ideal reflections in the feasibility test corresponding to letters with a height of 80,
60, 40, 20, 10 mm respectively. The images are subjected to aliasing when enlarged.

3.4 Modeling Webcam Peeking Through Glasses

In this section, we start with a feasibility test that reveals the 3 key building blocks of the

webcam peeking threat model, namely (1) reflection pixel size, (2) viewing angle, and (3)

light signal-to-noise ratio (SNR). For the first two building blocks, we develop a mathematical

model that quantifies the related impact factors. For light SNR, we analyze one major factor

it encompasses, i.e., image distortions caused by shot noise, and investigate using multi-frame

super resolution (MFSR) to enhance reflection images. We will analyze other physical factors

that affect light SNR in Section 3.5.4. Experiments are conducted with a Acer laptop with

its built-in 720p webcam, the pair of BLB glasses, and a pair of prescription glasses.

Lab Setting Experiment Equipment. The Acer laptop [11] has a screen width of 38

cm and height of 190 mm and a 720p built-in webcam. The OS is Ubuntu 20.04. The OS

and browser zoom ratios are default (100%). All the photos and videos are collected with

the Cheese [17] webcam application. The photos are in PNG format and the videos are in

WEBM format. The Samsung laptop used as the attacker device has OS Windows 10 Pro.

The recordings are collected with OBS Studio in MP4 format.

The pair of BLB glasses [16] has lenses with a horizontal and vertical chord length of 5

cm and 4 cm respectively, and a focal length (fg) of 8 cm. The pair of prescription glasses

[16] has lenses with a horizontal and vertical chord length of 6 cm and 5 cm respectively,

and a focal length of 50 cm.

Nikon Z7: The photos are in JPEG format (highest quality) and the videos are in MP4

format. We compared these formats with the compression-less (raw) photo and video formats

provided by Nikon Z7 but didn’t find an obvious difference in the image quality.
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3.4.1 Feasibility Test

We conduct a feasibility test of recognizing single alphabet letters with a similar setup as in

Figure 3.1. A mannequin wears the BLB glasses with a glass-screen distance of 30 cm. Cap-

ital letters with different cap heights (80, 60, 40, 20, 10 mm) are displayed and captured by

the webcam. Figure 3.2 (upper) shows the captured reflections. We find that the 5 different

cap heights resulted in letters with heights of 40, 30, 20, 10, and 5 pixels in the captured im-

ages. As expected, texts represented by fewer pixels are harder to recognize. The reflection

pixel size acquired by adversaries is thus one key building block of the characteristics of we-

bcam peeking attack that we need to model. In addition, Figure 3.2 (lower) shows the ideal

reflections with these pixel sizes by resampling the template image. Comparing the two, we

notice small-size texts are subjected to additional distortions besides the issue of small pixel

resolution and noise caused by the face background, resulting in a bad signal-to-noise ratio

(SNR) of the textual signals.

To quantify the differences using objective metrics, we embody the notion of reflection

quality in the similarity between the reflected texts and the original templates. We compared

multiple widely-used image structural and textural similarity indexes including structural

similarity Index (SSIM) [242], complex-wavelet SSIM (CWSSIM) [199], feature similarity

(FSIM) [257], deep image structure and texture similarity (DISTS) [92] as well as self-

built indexes based on scale-invariant feature transform (SIFT) features [155]. Overall,

we found CWSSIM which spans the interval [0, 1] with larger numbers representing higher

reflection quality produces the best match with human perception results. Figure 3.2 shows

the CWSSIM scores under each image.

The differences show that the SNR of reflected light corresponding to the textual targets

is another key building block we need to characterize. Finally, we notice that when we

rotate the mannequin with an angle exceeding a certain threshold, the webcam images do

not contain the displayed letters on the screen anymore. It suggests that the viewing angle is

another critical building block of the webcam peeking threat model which acts as an on/off

function for successful recognition of screen contents. In the following sections, we seek to

characterize these three building blocks.

3.4.2 Reflection Pixel Size

In the attack, the embodiment of textual targets undergoes a two-stage conversion process:

digital (victim software) → physical (victim screen) → digital (adversary camera). In the

first stage, texts specified usually in point size in software by the user or web designers

are rendered on the victim screen with corresponding physical cap heights. In the second
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Table 3.1: Parameters for modeling reflection pixel size

Notation Parameter
ho Physical size (cap height) of the object on the screen
hs Physical size of the object’s projection on the sensor
sp Pixel size of the imaged object
hi Physical size of the object’s virtual image
P Physical size of a single imaging sensor pixel
N Number of pixels the camera has in the dimension
W Physical size of the imaging sensor in the dimension
f Camera focal length
do Distance between screen and glasses
di Distance between glasses and virtual image
fg Focal length of the glasses convex outer surface

stage, the on-screen texts get reflected by the glass, captured by the camera, digitized, and

transferred to the adversary’s software as an image with certain pixel sizes. Generally, more

usable pixels representing the texts enable adversaries to recognize texts more easily. The

key is thus to understand the mechanism of point size → cap height → pixel size conversion.

Point Size → Cap Height. Mapping between digital point size and physical cap height

is not unique but dependent on user-specific factors and software. The conversion formula

for most web browsers can be summarized as follows:

ho =
4

3
pt ·

Hscr

Nos

· sos · sb · rcap (3.1)

where ho is the physical cap height of the text, 4
3
pt is the number of display hardware pixels

most web browsers use to render the text given a point size pt, Hscr is the physical height

of the screen, Nos is the screen resolution on the height dimension set in the OS which can

be equal to or smaller than the maximum supported resolution, sos and sb are the OS and

browser zoom/scaling ratios respectively, and rcap is the ratio between the cap height and

the physical point size which is on average 2
3
[47, 48].

Cap Height → Pixel Size. We would like to remind the readers that we only use

pixel size to represent the size of texts living in the images acquired by the adversary1.

Figure 3.3 shows the model for this conversion process. To simplify the model, we assume

the glasses lens, screen contents, and webcam are aligned on the same line with the same

angle. The result of this approximation is the loss of projective transformation information,

which only causes small inaccuracies for reflection pixel size estimation in most webcam

1Since web/software designers sometimes also directly specify text size in pixel size ( 43Pt in Equation 4.5),
the two pixel sizes can be easily confused without explanation.
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Figure 3.3: The model of reflection pixel size. To better depict the objects, the sizes are not
drawn up to scale. The screen overlaps with the webcam lens and is omitted in the figure.

peeking scenarios. Figure 3.3 only depicts one dimension out of the horizontal and vertical

dimensions of the optical system but can be used for both dimensions. In this work we focus

on the vertical dimension for analysis, i.e., the reflection pixel size we discuss is the height

of the captured reflections in pixels. We summarize the parameters of this optical imaging

system model in Table 3.1. Through trigonometry, we know
hs

f
= hi

do+di

hs = spP ⇒ sp =
hi

do+di
· f
W

·N

P = W
N

(3.2)

As pointed out in Section 3.3.2, the reflective outer surface of glasses is mostly convex

mirrors which shrink the size of the imaginary object hi and also decrease di compared to an

ideal flat mirror. To calculate the reflection pixel size sp in this case, we can use the convex

mirror equations [119]  1
(−fg)

= 1
do

+ 1
(−di)

hi

ho
= di

do

where fg is the focal length of the convex mirror which is half of the radius of the glasses

lens and is defined to be positive. Plugging the above equations into Equation 3.2 we can

then get

sp =
hofg

d2o + 2dofg
· f

W
·N, (3.3)

The term f
W

of typical laptop webcams can be estimated to be in the range 1.1 − 1.4

(Section 3.3.3). With the Acer laptop and BLB glasses and a glass-screen distance of do = 30
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Table 3.2: The predicted feasible attack ranges for the viewing angle.

Type Theoretical Measurement
Pres: All Page + Horizontal ±15◦ ±17◦

Pres: Center + Horizontal ±5◦ ±8◦

Pres: All Page + Vertical ±9◦ ±13◦

Pres: Center + Vertical ±3◦ ±5◦

BLB: All Page + Horizontal ±20◦ ±25◦

BLB: Center + Horizontal ±10◦ ±13◦

BLB: All Page + Vertical ±14◦ ±19◦

BLB: Center + Vertical ±8◦ ±10◦

cm, the estimated vertical pixel size of a 20 mm-tall object displayed on the screen is in the

range of 9.2− 11.7 pixels, which matches with the 10 pixels found in the feasibility test and

verifies the accuracy of the model despite the approximation we made.

3.4.3 Viewing Angle

To model the effect of viewing angle and the range of angles that enables webcam peeking

attack, we model the lens as spherical with a radius 2fg.

Similar to the pixel size model, we only use 2D modeling (Figure 3.4) for simplicity which

can represent either horizontal or vertical rotations, and we only consider one glass lens since

the two lenses are symmetric. The lenses are further modeled as spherical with a radius 2fg.

We set the origin O to the center of the head which is also treated as the rotation center, and

assume the initial orientation without rotation is such that the center of the glass lens arc

P1 aligns with the rotation center and the laptop webcam P4 on the X-axis. The distance

between the glass lens center and the rotation center is s. To calculate the maximum feasible

angles, we only need to consider the reflections from either one of the two boundary points

of the glass lens since they are symmetric. We label the bottom boundary point as P2. After

a rotation of angle θ, P1, P2 are rotated to P ′
1, P

′
2 respectively, and the vector

−−→
P ′
1P

′
2 yields

the normal n⃗ at the reflection point P ′
2. P3 denotes the point source on the screen whose

light gets reflected to the camera with an incident angle β. With Ls being the length of the

screen on the dimension, the camera should be able to peek reflections from the glass lens if

P3 falls in the range of the screen. C denotes the length of the glass lens chord.

In order to find a mapping from the rotation angle θ to the light-emission point P3 on the

screen, the key is to find the slope of the line P ′
2P3 which intersects with the screen. Since

P ′
1P

′
2 bisects P

′
2P4 and P ′

2P3 , we denote the slope of these three lines as b1, b2, b3 respectively,

and have
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Figure 3.4: The model of viewing angle.

b3 =
b2 − 2b1 − b21b2
b21 − 2b1b2 − 1

To calculate b1 and b2, the coordinate of P ′
1 and P ′

2, P4 can be denoted as,
P ′
1 : ((s− 2fg)cosθ, (s− 2fg)sinθ) ≜ (C,D)

P ′
2 : (x0cosθ − y0sinθ, x0sinθ + y0cosθ) ≜ (A,B)

P ′
2 : (s+ d, 0) ≜ (E, 0)

and thus

b1 =
B −D

A− C
, b2 =

B

A− E

The last missing piece is the coordinate of P2, which is denoted as P2 : (x0, y0) = (r ×
cosα, r × sinα), where  r =

√
(C
2
)2 + (

√
R2 − (C

2
)2 − (R− s))2

α = −arcsin( C
2r
)

We note that the measured ranges in Table 3.2 are uniformly larger than the theoretical

values, which could be caused by a coarse estimation of the distance s since the actual

distance between the lens and the rotation center is hard to determine, and the fact that the

model approximates the camera as a point instead of a surface.

We consider two cases of successful peeking with a rotation of the glass lens. The first

case All Page claims success as long as there exists a point on the screen whose emitted light

ray can reach the camera. The second case Center claims success only if the contents at the

center of the screen have emitted lights that can be reflected to camera. Table 3.2 summarizes
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the calculated theoretical angle ranges and the measured values. Both the theoretical model

and measurements show that the webcam peeking attack is relatively robust to human

positioning with different head viewing angles, which is validated later by the user study

results (Section 3.6.2).

3.4.4 Image Distortion Characterization

Generally, the possible distortions are composed of imaging systems’ inherent distortions

and other external distortions. Inherent distortions mainly include out-of-focus blur and

various imaging noises introduced by non-ideal camera circuits. Such inherent distortions

exist in camera outputs even when no user interacts with the camera. External distortions,

on the other hand, mainly include factors like motion blur caused by the movement of active

webcam users.

User Movement-caused Motion Blur. When users move in front of their webcams,

reflections from their glasses move accordingly which can cause blurs in the camera images.

User motions can be decomposed into two components, namely involuntary periodic small-

amplitude tremors that are always present [94], and intentional non-periodic large-amplitude

movements that are occasionally caused by random events such as a user moving its head to

look aside. By approximating user motions as displacements of ho and utilizing Equation 3.3,

the number of blurred pixels δp can be estimated by2:

δp =
δTfg

d2o + 2dofg
· f

W
·N

where δT is the motion displacement amplitude within the exposure time of a frame.

For tremor-based motion, existing research suggests the mean displacement amplitude

of dystonia patients’ head tremors is under 4 mm with a maximum frequency of about 6

Hz [95]. Since dystonia patients have stronger tremors than healthy people, this provides an

estimation of the tremor amplitude upper bound. With the example glass in Section 3.4.2

and a 30 fps camera, the estimated pixel blur is under 1 pixel. Such a motion blur is likely

to affect the recognition of extremely small reflections. Intentional motion is not a focus

of this work due to its random, occasional, and individual-specific characteristics. We will

experimentally involve the impacts of intentional user motions in the user study by letting

users behave normally.

Distortion Analysis. To observe and analyze the dominant types of distortions, we

recorded videos with the laptop webcam and a Nikon Z7 DSLR [21] representing a higher-

2We mainly consider motions that are parallel to the screen because generally, they cause larger blurs
than other types of motions
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Figure 3.5: (a) The ideal capture versus the actual captures in three consecutive frames by
webcam (1st row) and Nikon Z7 (2nd row). The distortions feature occlusions with inter-
frame and intra-frame variance. The webcam yields larger variances. (b) Photos captured
by Nikon Z7 under different exposure times and ISO settings. Longer exposure time and
medium ISO yield smaller distortions and increase SNR.

quality imaging system. The setup is the same as the feasibility test except that we tested

with both the still mannequin and a human to analyze the effects of human tremor. Figure

3.5 (a) shows the comparison between the ideal reflection capture and the actual captures in

three consecutive video frames of the webcam (1st row) and Nikon Z7 (2nd row) when the

human wears the glasses. Empirically, we observed the following three key features of the

video frames in this setup with both the mannequin and human:

• Out-of-focus blur and tremor-caused motion blur are generally negligible when the

reflected texts are recognizable.

• Inter-frame variance: The distortions at the same position of each frame are different,

generating different noise patterns for each frame.

• Intra-frame variance: Even in a single frame, the distortion patterns are spatially non-

uniform.

One key observation is that the captured texts are subjected to occlusions (the missing or

faded parts) caused by shot noise [23] when there is an insufficient number of photons hitting

the sensors. This can be easily reasoned in light of the short exposure time and small text
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pixel size causing reduced photons emitted and received. In addition, other common imaging

noise such as Gaussian noise gets visually amplified by relatively higher ISO values due to

the bad light sensitivity of the webcam sensors. We call such noise ISO noise. Both two

types of distortions have the potential to cause intra-frame and inter-frame variance. The

shot and ISO noise in the webcam peeking attack plays on a see-saw with an equilibrium

point posed by the quality of the camera imaging sensors. It suggests that the threat level

will further increase (see the comparison between the webcam and Nikon Z7’s images in

Figure 3.5) as future webcams get equipped with better-quality sensors at lower costs.

3.4.5 Image Enhancing with MFSR.

The analysis of distortions calls for an image reconstruction scheme that can reduce multiple

types of distortions and tolerate inter-frame and intra-frame variance. One possible method is

to reconstruct a better-quality image from multiple low-quality frames. Such reconstruction

problem is usually defined as multi-frame super resolution (MFSR) [249]. The basic idea is

to combine non-redundant information in multiple frames to generate a better-quality frame.

We tested 3 common light-weight MFSR approaches that do not require a training phase,

including cubic spline interpolation [249], fast and robust MFSR [98], and adaptive kernel

regression (AKR) based MFSR [127]. Test results on the reflection images show that the

AKR-based approach generally yields better results than the other two approaches in our

specific application and setup. All three approaches outperform a simple averaging plus

upsampling of the frames after frame registration, which may be viewed as a degraded form

of MFSR. An example of the comparison between the different methods and the original 8

frames used for MFSR is shown in Figure 3.6 (a). We thus use the AKR-based approach for

the following discussions.

One parameter to decide for the use of webcam peeking is the number of frames used to

reconstruct the high-quality image. Figure 3.6 (b) shows the CWSSIM score improvement

of the reconstructed image over the original frames with different numbers of frames used for

MFSR when a human wears the glasses to generate the reflections. Note that increasing the

number of frames do not monotonically increase the image quality since live users’ occasional

intentional movements can degrade image registration effectiveness in the MFSR process and

thus undermine the reconstruction quality. Based on the results, we empirically choose to use

8 frames for the following evaluations. In addition, the improvement in CWSSIM scores also

validates that MFSR-resulted images have better quality than most of the original frames.

We thus only consider evaluation using the MFSR images in the following sections.

23



Original
Frames

MFSR

AKR-based
Fast&
Robust

Cub. Spline
Interp. Averaging

2 4 8 16 32 64 128 256 512

Number of Frames

100

120

140

160

180

C
W

S
S

IM
 S

co
re

Im
pr

ov
em

en
t (

%
)

2 4 8 16 32 64 12
8

25
6

51
2

Number of Frames

100

120

140

160

180

C
W

S
S

IM
 S

co
re

 Im
pr

ov
em

en
t (

%
)

(a) (b)

Figure 3.6: (a) Comparison between single frames and the MFSR-reconstructed images with
4 different MFSR approaches. The MFSR images are reconstructed with the 8 frames shown
at the top. The AKR-based approach generally produces the best reconstruction results in
our task of reflection image reconstruction. (b) The improvement of reflection reconstruction
quality as the number of frames used for MFSR increases.

3.5 Reflection Recognizability & Factors

In this section, we evaluate the recognizability limits of reflected texts enhanced by the

MFSR method given a specific set of webcams, glasses, and advantageous environmental

conditions. We then investigate the impact of the most significant factors. The evaluations

in this section are performed in a controlled lab environment and serve as the foundation for

the analysis in Section 3.6.

3.5.1 Experimental Setup

Equipment. We collected all data with the aforementioned Acer laptop as the victim

device, and another Samsung laptop [22] as the adversary’s device. The two laptops were in

a lab environment with WiFi network connection. The victim laptop was measured to have

an internet download speed of 246 Mbps and upload speed of 137 Mbps while those for the

adversary laptop were 144 Mbps and 133 Mbps respectively. We used two pairs of glasses,

i.e., the pair of BLB glasses and prescription glasses.

Data Collection. We asked a person to wear the glasses and sit in front of the victim’s

laptop. The glass-screen distance was chosen to be 40 cm which was also found to be close

to the average distance in the user study (see Figure 3.11 (b)). The screen brightness was

100%. To estimate the limits of recognition, we used an environmental light intensity of
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（a） （b）

Figure 3.7: The recognition accuracy of letters in different sizes with (a) the BLB glasses
and (b) the prescription glasses. Although the pair of BLB glasses have higher reflectance
than the prescription glasses, the prescription glasses enable reading smaller on-screen texts
because of their smaller curvature leading to larger reflection pixel size. Note that the conclu-
sion is device-specific and cannot be applied to general BLB-prescription glass comparison.
Humans are found more capable of recognizing the reflected texts than SOTA OCR models.

100 lux to generate the best reflections. We then displayed single capital letters (26 letters)

on the victim screen with different heights ranging from 20 mm to 7 mm. The victim and

adversary laptops had a Zoom [25] session with a video resolution of 1280×720. For each

display of the letters, we recorded a 3s video of the victim’s images on the adversary’s laptop.

We then used 8 consecutive frames starting from 1s for MFSR reconstruction and generated

one corresponding image for each video. We generated 208 images in total for the 2 glasses

each with 4 different sizes.

Recognizability Evaluation. In order to evaluate the recognizability of the recon-

structed single-letter images and avoid potential bias introduced by the authors’ prior knowl-

edge of the reflections, we acquired recognition accuracy by (1) using multiple SOTA pre-

trained deep-learning OCR models including Google Tesseract and Keras CRNN, and (2)

conducting a survey on Amazon Mechanical Turk (AMT) [13]. For the AMT study, we

collected answers from 25 crowdsourcing workers for each reconstructed image and thus

collected 5200 answers in total. We showed to the workers all reconstructed images in a

randomized manner without providing them with any information on the original letters

on the screen. We asked the workers to provide 3 best guesses of the single letter in each

reconstructed image. They were allowed to input the same answer for multiple guesses if

they feel confident in a guess, or if they have no clue about making subsequent guesses. The

recognizability of the texts in the reconstructed images is then represented by the recognition

accuracy, i.e., correctly recognized number of letters over the total number of letters in each

case.
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Figure 3.8: The human recognition accuracy of different letters with (a) the BLB glasses and
(b) the prescription glasses. Letters such as “R” have been found the most difficult to read
in the reflections while letters such as “C” and “U” have high recognizability. The difference
is mostly due to the simplicity and symmetry in the letters’ structures which lead to smaller
degradation of recognizability when the reflections are subject to distortions.

3.5.2 Recognizability vs. Size & Letter

Figure 3.7 shows the recognition accuracy with the BLB and prescription glasses respectively

with different letter sizes. The AMT accuracy for each letter size is calculated by including

all 25 answers for all 26 letters, i.e., with a denominator of 25 × 26 = 650. We picked 4

representative letter sizes for each pair of glasses respectively, and show the top 1, 2, and 3

recognition accuracy. we also use error bars to show the standard deviations. The SOTA

OCR models performed considerably worse than AMT workers. We believe the main reason

is that data distribution in the models’ training sets is very different from the actual data in

webcam peeking. After testing different image data on the models, we found the two main

causes for their bad performance are (1) significantly lower contrast, (2) occlusions caused

by insufficient photons. Surprisingly, we also found the models sensitive to how we crop

the images, which suggests the convolutional layer features and potential data augmentation

schemes employed by these models are not dealing well with our data’s distribution. We

think future researchers can potentially utilize these pretrained models and collect their own

webcam peeking dataset to fine-tune the model weights to better adapt machine learning

recognition models to this scenario.

The prescription glasses generally yield better results for the webcam peeking attack,

showing that 10 mm texts can be recognized in the reconstructed images with over 75%

accuracy. Although not as good as the prescription glasses, the recognition accuracy with

the BLB glasses is also high enough to support efficient peeking attacks against texts of

10-20 mm. Despite the better reflective characteristics of the BLB glasses, the prescription

glasses still generate better results due to their smaller curvature, highlighting the risks of

the peeking attack even without highly reflective glasses.

Intuitively, different letters in the alphabet would be recognized with different levels of

hardships due to their structural characteristics (see Figure 3.8). For instance, the letters

“R” and “B” have been found the hardest to recognize in both cases of the two pairs of
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Figure 3.9: Effects of impact factors evaluated by CWSSIM scores. The original score
numbers are displayed along with the legend at the bottom, and we plot the ratio between
each score and the highest score in each case as a percentage. Visualizations of the effects
can be found in the appendix.

glasses. On the other hand, letters such as “C”, “U”, “I”, and “O” have generally the highest

recognizability in all the sizes, which we suspect is due to their simple or highly symmetric

structures that prevent the recognizability of such letters from dropping too seriously when

the texts are down-sampled and occluded. Furthermore, we found letters having similar

structures are confused with each other more easily in the recognition. For instance, “J”

and “L” are mostly recognized as “I” when the letter size gets small because the distortions

to the bottom part of “J” and “L” makes them just like “I” in the reflection images.

3.5.3 Network Influence

Video conferencing platforms like Zoom cause different levels of distortions in the images

through video encoding and decoding under various network bandwidths. To analyze the

impact, we compared the quality of the reconstructed images under different network band-

widths to that when the video is recorded by the victim’s local device without going through

Zoom. A visual demonstration of the effect is quantified with CWSSIM scores and shown

in Figure 3.9 (a). We found that when the upload bandwidth is larger than 10 Mbps, the

quality of the reconstructed images generally remains the same, and is close to the locally-

captured and reconstructed images with a minor degree of added distortions. An upload

bandwidth smaller than 10 Mbps starts to undermine the reconstructed image quality over

Zoom. When the bandwidth is smaller than 1000 kpbs, the letters get hard to recognize. It’s

almost unrecognizable with a bandwidth smaller than 500 kbps. When the bandwidth was

larger than 1500 kbps, Zoom was generally able to maintain a 720p video resolution with a

frame rate close to 30 fps.
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3.5.4 Physical Factors

The recognizability of the reflections is a highly complex multi-variate function over many

physical factors. We categorize the factors into 2 groups, namely those mainly affecting

the reflection pixel size (Section 3.4.2) and those affecting the light SNR. Comprehensive

quantitative modeling of light SNR is very challenging due to the need for accurate imaging

sensor models. Nevertheless, we provide qualitative analysis and quantify representative

cases by calculating changes in CWSSIM scores (Figure 3.9).

In light SNR, the signal portion comes from the light emanating from the screen, reflected

by the glasses, and then captured by the imaging sensors corresponding to the area of the

screen. Other light captured by sensors in this area can be treated as noise. Counter-

intuitively, more reflected light does not always lead to higher reflection recognizability as

we will discuss next. Figure 3.9 (b-e) show the factors that can change light SNR most

significantly. (c-e) also inspect how auto exposure and manual (fixed) exposure can affect

the light SNR-recognizability relationships in surprisingly different ways by using the laptop

built-in webcam and the configurable Nikon Z7 respectively.

Text Color Contrast. Different colors of texts can affect the reflection recognizability

because the texts and screen background colors produce a certain contrast. We found that

chroma has smaller effects than luma and show how luma affects reflection quality in Figure

3.9 (b) by using the absolute difference in RGB values of gray-scale text and background

colors to represent the contrast. As expected, lower contrast (smaller RGB difference) un-

dermines the reflection recognizability.

Face Background Reflectance. Face background reflectance is decided by sub-factors

such as skin color. We tested different background reflectance by pasting the inner side of

the glasses with papers of different gray-scale colors that have the same values for RGB.

When the background has a higher reflectance (larger RGB values), more light from the

environment as well as the screen will be reflected by it, increasing the noise portion of the

light SNR and thus undermining the recognizability of the reflections as shown in Figure 3.9

(c).

Environment Light Intensity. A decrease in the environmental light intensity causes

a smaller degree of noise and thus increases the light SNR. This increase, however, does

not necessarily lead to better recognizability in the case of webcams which often have auto-

exposure control to adjust the overall brightness of the videos they take. When the overall

environment is too dark, the webcam’s firmware automatically increases the exposure time

trying to compensate for the dark environment. This increase in the exposure time can

cause an over-exposure for the reflected contents on the glasses which could have much

higher light intensity than the environment, leading to smaller contrast and thus harder-to-
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read images. Such over-exposure is found in multiple participants’ videos in the user study

(Section 3.6.2). On the other hand, the recognizability monotonically increases in the case

of manual-exposure cameras such as the Nikon Z7 in manual mode. Figure 3.9 (d) shows

the different behaviors of auto and manual exposure.

Screen Brightness. Screen brightness is the opposite of environmental light intensity in

terms of its impact on the reflection recognizability. When the screen is brighter, the signal

portion in the light SNR increases and can lead to more readable reflections for manual-

exposure cameras. However, auto-exposure of most webcams can again negatively affect

recognizability. Specifically, if the screen gets too bright compared to the environmental

lighting condition, the webcams will often adjust their exposure time and ISO based on

the dominant environmental light condition, and thus cause over-exposure to the screen

reflections. Figure 3.9 (e) shows the effects.

Summary. The results show that variations in physical conditions can change the actual

limits of the attack dramatically. The fact that reflection recognizability does not change

monotonically with some factors like environmental light intensity and screen brightness

further challenges the attack by making it more difficult to predict the possible outcomes in

uncontrolled settings.

3.5.5 Eyeglass Lens

The difference in recognition accuracies between the pair of BLB and prescription glasses

(Figure 3.7) suggests parameters of different eyeglass lenses will influence the performance of

webcam peeking. To examine the impact, we analyzed 16 pairs of eyeglasses by inspecting

the correlation between their reflection quality quantified by CWSSIM scores and several

lens factors. The CWSSIM scores are acquired with the 16 glasses when all other factors are

kept the same.

The results suggest lens focal length, which determines the pixel size of reflections (Equa-

tion 3.3), has the strongest influence on the reflections with a correlation score of 0.56. The

minimum, mean, and maximum focal length of the 16 pairs of glasses are 10, 268, and 110

cm respectively. With a correlation score of 0.42, the second strongest factor is found to be

prescription strength (lens power) as lens power usually has a positive correlation with focal

length following design conventions. Lens reflectance and surface coating conditions that

mainly affect reflection light SNR produce correlation scores of 0.32 and 0.31 respectively.

We empirically defined and added the factor of lens coating condition that gauges how much

the lens coatings have worn off with higher values representing more intact coating. The

motivation is our observation that damage in lens coating reduces the recognizability of re-
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flections. We also estimated lens reflection spectrum by calculating the ratio between RGB

values of the reflections in the image but only found correlation scores lower than 0.15. This

suggests the glass type (e.g., BLB or non-BLB) does not have a strong influence on reflec-

tion quality. Finally, we expect the parameters analyzed above have certain relationships

with lens and coating materials, which require specialized optical equipment to measure and

determine.

3.6 Cyberspace Textual Target Susceptibility

The evaluations so far are based on the text’s physical size and carried out in controlled

environments to better characterize user-independent components of the reflection model

as well as the range of theoretical limits for webcam peeking. In this section, we start

by mapping the limits to common cyberspace objects in order to understand the potential

susceptible targets. We then conduct a 20-participant user study with both local and Zoom

recordings to investigate the feasibility and challenges of peeking these targets and various

factors’ impact.

3.6.1 Mapping Theoretical Limits to Targets

We use web texts as an enlightening example of cyberspace textual targets considering their

wide use and the relatively mature conventions of HTML and CSS. The discussion is based

upon (1) a previous report [152] scraping the most popular 1000 websites on Alex web ranking

[12], and (2) a manual inspection of 117 big-font websites archived on SiteInspire [14]. We

further divide the inspected web texts into the three groups G1, G2, and G3 below, in order

to discuss separately how the webcam peeking attack with current and future cameras could

have effects on them.

Text Sizes. We summarize the text sizes investigated in Table 3.3 where The cap height

values are measured with the Acer laptop and default OS and browser settings.

G1 and G2: The first group represents the median HTML P, H1, H2, H3 texts of the

1000 websites. [152] reports that the median size of the P elements is about 12 pt and H1,

H2, H3 sizes are close to the 2, 1.5, 1.17 em ratios recommended [18]. We thus use these

point sizes for G1 and specify the corresponding cap heights in Table 3.3. The second group

represents the largest HTML P, H1, H2, H3 texts of the 1000 websites in [152] with the same

recommended em ratios for the headers. [152] finds that about 4% of the 1000 websites use

a P size as large as 21 pt. This results in H1, H2, H3 sizes of 25, 32, and 45 pt respectively.

G3: The third group represents the 117 big-font websites’ texts. We manually inspected
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Table 3.3: Text sizes of web contents

Target Point Size Cap Height (mm)
G1 P 12 2.1
G1 H3 14 2.5
G1 H2 18 3.2
G1 H1 24 4.3
G2 P 21 3.7
G2 H3 25 4.3
G2 H2 32 5.6
G2 H1 (S1) 42 7.4
G3 0% (S2) 56 10
G3 20% (S3) 80 14
G3 40% (S4) 102 18
G3 60% 136 24
G3 80% (S5) 253 35
G3 95% (S6) 340 60

all the 427 websites archived on SiteInspire[14]. The reason for manual analysis rather

than scraping is that many large-font texts on the websites are embedded in the form of

images instead of HTML text elements in order to create more flexible font styles. We then

selected 117 of them based on the following criteria: (1) The webpage is still active. (2) The

largest static texts that enable an adversary to identify the website through google search

have a cap height of at least 10 mm when displayed on the Acer laptop. We show the

different quantiles of the largest physical cap heights on the 117 websites and the converted

point sizes in Table 3.3. We find that most websites in G3 are related to art, design, and

cinema industry which like to present their stylish design skills but unfortunately make the

web peeking attack easier. About 1/3 of the websites are designers’ or studios’ websites

that computer science/security researchers may overlook. Furthermore, 72 out of the 117

websites are ranked on Alexa from 38 to 8,851,402 with 5 websites among the top 10,000.

As pointed out in Section 3.4.2, the conversion between digital point size and physical

cap height is dependent on specific user settings such as browser zoom ratio. The cap height

values in Table 3.3 are thus measured with the Acer laptop with default OS and browser

settings as a case study.

Based on the results in Figure 3.7, we hypothesize that the smallest cap heights ad-

versaries can peek using mainstream 720p cameras is 7-10 mm. We then calculate the

corresponding limits with 1080p and 4K cameras with Equation 3.3 and show them in the

Theoretical column of Table 3.3. Considering participants are most likely to use 720p cam-

eras, we then choose point sizes S1-S6 in Table 3.3 for evaluations.
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Figure 3.10: The recognition results of textual reflections collected with local and Zoom-
based remote video recordings from 20 user study participants. Participants 4, 14, and 3, 6,
10, 11 did not generate glass reflections that allow successful recognition due to problems of
out-of-range viewing angles and very low light SNR respectively and are thus omitted from
the figure.

Reflection Pixel Size Factors Light SNR Factors

Reflection Pixel Size Factors Light SNR Factors

(a)

Figure 3.11: (a) The degree of influence of different factors on the reflection recognition per-
formance evaluated by the correlation scores. Factors highlighted with boxes are computed
with other raw factors according to our model. (b-d) The joint distribution of three factors
and the recognition results.

3.6.2 User Study

The user study is designed in the following challenge-response way: An author generates

HTML files each with one randomly selected headline sentence containing 7-9 words 3 from

the widely-used “A Million News Headlines” dataset [148]. Only each word’s first letter

is capitalized. The participants display the HTML page in their browsers when they are

recorded, and another author acting as the adversary tries to recognize the words from the

videos containing the 20 participants’ reflections without knowing the HTML contents by

using the same techniques as in Section 4.6. We then calculate the percentage of correctly

recognized words.

3Uniform lengths (e.g., all 8 words) are avoided to prevent the adversary from guessing the words by
knowing how long the sentences are.
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Data Collection. Each participant was given 6 HTML files of increasing point sizes

from S1 to S6 as shown in Table 3.3. Note that the 6 sizes are specified in point size in HTML

so that user-dependent factors such as screen size and browser zoom ratio can be studied

(Equation 4.5). The participants display each HTML file on their own computer display in

their accustomed rooms and behave normally as in video conferences. We allow participants

to choose their preferred environmental lighting condition except asking them to avoid other

close light sources besides the screen in front of their face. The reason is that we found a

close frontal light source can seriously decrease light SNR, which can potentially be used as

a physical mitigation against this attack but prevents us from examining the impact of all

the other factors. We did not tell the participants to stay stationary and let them behave

normally as in browsing screen contents. Their webcams record their image for 30 seconds

for each HTML.

Network bandwidth and resulted video quality are artifacts of video conferencing plat-

forms that improve in a rapid way [7] compared to other user-dependent physical factors. To

study the present-day and possible future impact of video conferencing platforms, we record

the 20 participants’ videos both locally and remotely through Zoom. Our experiments fo-

cused on Zoom since it is the most used platform and also provides the most detailed video

and network statistics.

We asked the participants to report their user-dependent parameters including screen

resolution (Nos), screen physical size (Hsr), OS and browser zoom ratio (sos, sb) webcam res-

olution in Equation 4.5, webcam resolution (N) in Equation 3.3, and the type of their glasses.

Some other physical factors including environmental light intensity, screen brightness, glass-

screen distance, and the physical size of displayed texts are difficult to be measured by the

participants themselves and are not reported. We thus estimated the values of these factors

by utilizing their videos.

General Adversary Recognition Results. The recognition results achieved by the

adversary with local and remote recordings are shown in Figure 3.10 (upper and lower

respectively). Two participants (4 and 14) did not generate glass reflections of their screens

in the video recordings due to the problem of out-of-range vertical viewing angles as predicted

in Section 3.4.2. Four participants (3, 6, 10, 11) yield 0% textual recognition accuracy due

to a very low light SNR.

With local video recordings, the percentage out of the 20 participants that are subjected

to non-zero recognition accuracy against S6-S1 are 70%, 60%, 30%, 25%, 15%, and 0%

respectively. Videos of participants 7 and 17 using 720p cameras allowed the adversary to

achieve 12.5% and 25% accuracies on recognizing S2. Videos of participant 16 using a 480p

camera allowed the adversary to achieve an 37.5% accuracy on recognizing S3. These results
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translate to the predicted susceptible targets with cameras of different resolutions as listed

in the User column of Table 3.3, where 720p webcams pose threats to large-font webs (G3)

and future 4K cameras pose threats to various header texts on popular websites (G1 and G2).

As expected, this result is worse than the theoretical limits in the table that are derived with

prescription glass data in the controlled lab setting (Section 4.6). Our observations suggest

the main reasons include: (1) The environmental lighting conditions of the users are more

diverse and less advantageous to screen peeking than the lab setup, generating reflections

with worse light SNR. (2) Texts in the user study are mostly lower-case and have thus smaller

physical sizes than the upper-case letters used in Section 4.6. (3) The prescription glasses

used in Section 4.6 have a larger focal length than the average user’s glasses. (4) More

intentional movements exist in the user study leading to more motion blur.

With Zoom-based remote recordings, the percentage of participants with non-zero recog-

nition accuracy against S6-S1 degraded to 65%, 55%, 30%, 25%, 5%, and 0% respectively.

We logged the video network bandwidth and resolution reported by Zoom as shown in Fig-

ure 3.10. The correlation between Zoom bandwidth, resolution, and their impact on video

quality agrees with the observations in Section 3.5.3. Generally, bandwidths smaller than

1500 kbps led to 360p resolutions for most of the time and decreased the recognizable text

size by 1 level. Zoom’s 720p videos also caused degradation in recognition accuracy but

mostly kept the recognizable text size to the same level as the local recordings, suggesting

the same predictions of susceptible text sizes and corresponding cyberspace targets.

Besides the mostly used platform Zoom, we also acquired remote recordings of participant

19 with Skype and Google Meet. The adversary achieved better results with Skype than

Zoom by recognizing S3 and S2 with 89% and 25% accuracies respectively, which is likely

due to Skype’s capability of maintaining better-quality video streams with a 1200 kbps

bandwidth. The web-based Google Meet platform provided the lowest quality videos and

only allowed the adversary to achieve 22% accuracy on recognizing S4.

Underlying Reasons. To find out the dominant reasons enabling easier webcam peek-

ing by analyzing the correlation between the recognition results and different factors, we turn

each participant’s results (6 sizes) into a single attack score that is a rectified weighted sum of

the recognition accuracy of the six text sizes tested. Figure 3.11 (a) shows correlation scores

with 11 factors that affect reflection pixel size (left) and light SNR (right) respectively when

w = 1.5. The glass type includes prescription (15/20) and prescription with BLB coatings

(5/20). The physical text size and reflection-environment light ratio highlighted in the boxes

are two composite factors. In short, the physical text size represents the ratio between the

actual physical size of texts displayed on each participant’s screen and the case study values

in Table 3.3 and is calculated with Equation 4.5 with other raw factors such as browser zoom
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ratios. The reflection-environment light ratio represents how strong the screen brightness is

compared to the environmental light intensity and is calculated by dividing glass luminance

by environmental luminance. Basically, these two composite factors represent our model’s

prediction of reflection pixel size and light SNR and are found to generate higher correlation

scores than the other raw factors, which validates the effectiveness of our models. Figure

3.11 (b-d) further show the joint distribution of the attack score and three representative

factors. It can be seen from (b) that the 40 mm screen-glass distance used in the evaluation

of Section 4.6 is about the average of the participants’ values, and distances of these partici-

pants actually only have a very weak correlation with the easiness of webcam peeking attack.

Figure 3.11 (d) suggests that when the screen brightness-environmental light intensity ratio

gets lower than a certain threshold, the likelihood of preventing adversaries from peeking is

very high, which may be considered as a temporary mitigation.

3.7 Website Recognition

The results so far suggest it may still be challenging for present-day webcam peeking adver-

saries with mainstream 720p cameras to eavesdrop on common textual contents displayed on

user’s screens. During our experimentation, we observed that recognizing graphical contents

such as shapes and layouts on the screen is generally easier than reading texts. Although

shapes and layouts contain more coarse-grained information compared to texts, a webcam

peeking adversary may still pose non-trivial threats by correlating such graphical informa-

tion with privacy-sensitive contexts. This work further explored to which degree can a

webcam peeking adversary recognize on-screen websites by utilizing non-textual graphical

information.

Data Collection. 10 out of the 20 participants in the user study participated in the

website recognition evaluation. Following a similar methodology as in [136], we used the

Alexa top 100 websites as a closed-world dataset. We only investigate the recognition of

the home page of each website in this work. [136] shows that other pages of a website can

also lead to the recognition of the website. We believe the easiness of recognizing a website

using different pages is worth exploring in future works. The experiment followed a similar

procedure as the textual recognition experiment in Section 3.6. For each participant, one

author generates a unique random sequence of 25 websites for the participant to browse (10

seconds for each website) while another author acts as the adversary that analyzes the video

recordings. Both local and Zoom-based remote recordings were obtained and recognized by

the adversary. The adversary was given the whole recording and was asked to match each

segment of the video to a specific website out of the 100 websites in the correct order. A
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Figure 3.12: Accuracy of recognizing Alexa top 100 websites from eyeglass reflections. Each
participant browsed 25 websites. Participant 0 and 4 did not yield recognizable reflections
due to bad light SNR and viewing angles.

random guess naive adversary is supposed to have a success rate of about 1%. Note that

some participants changed their environment and ambient lighting compared to the previous

textual recognition experiment since the two experiments were conducted five months apart.

Recognition Results. Figure 3.12 shows the percentage of websites (out of 25) correctly

recognized by the adversary. Participants 0 and 4 did not yield recognizable reflections due

to bad light SNR and viewing angles respectively. This ratio of zero recognition (2 out of 10)

agrees with that in the textual recognition test (6 out of 20), suggesting that webcam peeking

may be impossible in 20-30% video conferencing occasions due to extreme user environment

configurations.

As expected, participants with higher textual recognition accuracies such as participant

7 generally yield higher website recognition accuracies too. In addition, we observe that

website recognition is more robust to various lighting conditions in the participants’ ambient

environment. For example, we found participant 10 who had 0% textual recognition accu-

racy due to bad light SNR produced 56% (local) and 36% (remote) accuracies in website

recognition with the same environment and lighting. The reasons are two-fold. First, solid

graphical contents such as color blocks commonly found on web pages occupy larger areas

than the body of texts and are thus much easier to identify in low-quality videos. Second,

compared to black texts on white backgrounds which only have two different colors, the

overall web pages with multiple graphical contents have more colors and contrast, leading

to better robustness against over- and under-exposure of the usable screen contents in the

webcam videos.

Recognition Easiness and Web Characteristics. Compared to texts, websites fea-

ture more abundant and diverse characteristics. We conducted qualitative and quantitative

analyses to identify the characteristics that make certain websites more susceptible to we-

bcam peeking. To that end, we ranked the 100 websites by their easiness of recognition
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Figure 3.13: A spectrum of Alexa top 100 websites that are found to be the easiest (upper)
and hardest (lower) to recognize in our evaluation of website recognition under webcam
peeking attacks. Screenshots of each website are rotated by 90 degrees and concatenated
horizontally. Correlations scores between the rank of website recognition easiness and website
pixel values’ average and standard deviation are -0.33 and 0.45 respectively, suggesting darker
websites with high-contrast graphical contents are easier to recognize.

utilizing recognition accuracies. Figure 3.13 shows rotated screenshots of the websites that

rank the top and bottom 15 by their recognition easiness. Visual inspections suggest web-

sites with higher contrast, larger color blocks, and more salient relative positions between

different color blocks are easier to recognize. Websites that are mostly white with sparse

textual and graphical components on them are the hardest to recognize. We calculated the

correlation scores between the rank of each website and the average as well as the stan-

dard deviation of the websites’ pixel values. Generally, a higher average means the website

is closer to a pure white screen; a higher standard deviation means the website has more

abundant high-contrast textures. The correlation scores obtained are -0.33 and 0.45.

3.8 Mitigation

3.8.1 Near-Term Mitigations

Given the threats, it is worthwhile exploring feasible mitigations that can be applied imme-

diately. A straightforward approach involves users modifying the dominant physical factors

identified in this work to reduce reflections’ light SNR, e.g., by placing a lamp facing their

face whose light increases the noise portion of light SNR. For software mitigations, we no-

tice Zoom provides virtual filters of non-transparent cartoon glasses that can completely

block the eye areas and thus eliminate reflections. Such features are not found in Skype or

Google Meet. Other software-based approaches that support better usability involve fine-

tuned blurring of the glass area. Although none of the platforms supports it now, we have

implemented a real-time eyeglass blurring prototype that can inject a modified video stream
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Figure 3.14: Different strengths of Gaussian filtering applied on three pairs of glasses. The
reflected texts and their CWSSIM scores in each case are shown. Different glasses require
different strengths of filters to reduce the reflection. We thus advocate an individual reflection
testing procedure to determine protection scheme and settings.

into the video conferencing software. The prototype program4 locates the eyeglass area and

apply a Gaussian filter to blur the area. Figure 3.14 demonstrates the effect of using differ-

ent strengths of Gaussian filtering by tuning the σ parameter. Stronger filtering (higher σ)

reduces reflection quality more but also undermines usability and user experience to a larger

degree as it makes the users’ eye areas look more unnatural. We believe the usable strength

also depends on the characteristics of specific glasses. For example, Figure 3.14 shows three

pairs of glasses with increasing reflectance. Since glasses with higher reflectance (e.g., the

3rd row) may already have produced screen reflections that occupy and distort images of

users’ eye areas, applying stronger filtering may cause less degradation in user experience in

this case. On the other hand, lower-reflectance (e.g., the 1st row) glasses may require weaker

filtering to maintain the same degree of usability. In general, we believe it is a good idea for

future platforms incorporating this protection mechanism to allow users to adjust filtering

strength by themselves.

3.8.2 Improve Video-conferencing Infrastructure

Individual Reflection Assessment Procedure. Our analysis and evaluation reveal that

different individuals face varying degrees of potential information leakage when subjected

to webcam peeking. Specifically, various factors of software settings, hardware devices,

4Details and open-source code of this prototype implementation can be found at
https://github.com/longyan97/EyeglassFilter.
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and environmental conditions affect the quality of reflections. Even for the same user, the

potential level of threats varies when the user joins video conferences from different places

or at different times of the day. These factors make it infeasible to recommend or implement

a single set of protection settings (e.g., what glasses/cameras/filter strength to use) before

the actual user settings are known.

Providing usable security requires an understanding of how serious the problem is before

trying to eliminate the problem. In light of this, we advocate an individual reflection as-

sessment procedure that can potentially be provided by future video conferencing platforms.

The testing procedure can be made optional to users after notifying them of the potential

risk of webcam peeking. The procedure may follow a similar methodology as the one used in

this work by (1) displaying test patterns such as texts and graphics, (2) collecting webcam

videos for a certain period of time, (3) comparing reflection quality in the video with test

patterns to estimate the level of threats of webcam peeking. With the estimated level of

threats, the platform can then notify the user of the types of on-screen content that might

be affected and offers options for protection such as filtering or entering the meeting with

the PoLP principle that will be discussed below.

Principle of Least Pixels. Cameras are getting more capable than what average users

can understand—unwittingly exposing information beyond what users intend to share. The

fundamental privacy design challenge with webcam technology is “oversensing” [62] where

overly-capable sensors can provide too much information to downstream processing—more

data than is needed to complete a function, such as a meaningful face-to-face conversation.

This oversensing leads to a violation of the sensor equivalent to the classic Principle of Least

Privilege (PoLP) [197]. We believe long-term protection of users ought to follow a PoLP

(perhaps a Principle of Least Pixels) as webcam hardware and computer vision algorithms

continue to improve. Thus, we recommend that future infrastructure and privacy-enhancing

modules follow the PoLP not just for software, but for the camera data streams themselves.

In sensitive conversations, the infrastructure could provide only the minimal amount of

information needed and allow users to incrementally grant higher access privileges to the

other parties. For example, PoLP blurring techniques might blur all objects in the video

meeting at the beginning and then intelligently unblur what is absolutely necessary to hold

natural conversations.

3.8.3 User Opinion Survey

We collected opinions on our findings of webcam peeking risks and expectations of protections

from 60 people including the 20 people who participated in the user study and 40 people
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who did not. We did not find apparent differences between the two group’s opinions. The

overall opinions are reported below.

Textual Recognition. For the discovered risk of textual recognition, 40% of the inter-

viewees found it a larger risk than what they expected; 48.3% thought it was almost the same

as their expectation; 11.7% expected worse consequences than what we found. In addition,

76.7% of the interviewees think this problem needs to be addressed while 23.3% think they

can tolerate this level of privacy leakage.

Website Recognition. 61.7% of the interviewees found it a larger risk than what they

expected; 30% thought it was almost the same as their expectation; 8.3% expected worse

consequences than what we found. In addition, 86.7% of the interviewees think this problem

needs to be addressed while 13.3% think they can tolerate this level of privacy leakage.

Reflection Assessment. Regarding the proposed idea of reflection assessment pro-

cedures that may be provided by video conferencing platforms in the future, 95% of the

interviewees said they would like to use it; 85%, 68.3%, 45%, and 20% of the 60 interviewees

would like to use it when meeting with strangers, colleagues, classes, and family/friends

respectively.

Glass-blur Filters. Regarding the possible protection of using filters to blur the glass

area, 83.3% of the interviewees said they would like to use it; 78.3%, 51.7%, 43.3%, and

11.7% of the 60 interviewees would like to use it when meeting with strangers, colleagues,

classes, and family/friends respectively.

3.9 Touchtone Eavesdropping with Zero-permission

Inertail Measurement Units

Touchtones, the sounds produced by a smartphone when a numerical key is pressed, are

an established communication standard widely used to encode user feedback in telephony

channels [233]. In modern telephony systems, touchtones often encode important informa-

tion such as credit card numbers (during call-based activation), bank pins, various account

numbers, social security numbers, selections for various options in automated services, and

possibly even votes in a phone-based federal election [235].

Recent side channel research has shown that sound produced by a smartphone’s speaker

may “leak” into the same phone’s motion sensors, particularly speech audio during phone

calls. This side-channel vulnerability results in a security breach in smartphone operating

systems including the most prevalent Android system because third-party applications do

not need any user permissions to use these motion sensors including gyroscopes and ac-
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Figure 3.15: Touchtone leakage and eavesdropping. (a) A touchtone, indicating a “5” on
a smartphone number pad, leaks into accelerometer data. (b) A malicious smartphone
application can classify this leakage to discern that a “5” touchtone was emitted, inferring
user input of a “5” for purposes such as dialing a phone number or inputting information
into automated services.

celerometers. In contrast, the use of smartphone microphones, which are usually perceived

as the sensor for receiving acoustic information, do require explicit user permissions. As

a result, malicious applications may stealthily collect motion sensor data that can contain

acoustic information without user notice.

Our work investigates touchtone leakage, a new security threat that this side-channel

vulnerability causes where touchtone’s acoustic information leaks into motion sensor data.

Touchtone leakage occurs with a signal-to-noise ratio sufficient to be observed even visi-

bly (Figure 3.15a). This leakage enables malicious smartphone applications (e.g., a seem-

ingly benign health monitoring app running in the background) to eavesdrop on numerical

user input that produces touchtones as shown in Figure 3.15. This work seeks to characterize

the root causes and limits of touchtone leakage and eavesdropping. Specifically, we inves-

tigate why acoustic information is hidden in motion sensor data and how signal processing

and physical phenomenon, such as aliasing or varying frequency responses, aid adversarial

recovery of the original user keypress. These phenomena cause artifacts of touchtone infor-

mation to manifest in a multitude of ways such as harmonics and aliases of harmonics. An

adversary only needs to be able to ascertain user input through one of those manifestations.

More advanced techniques such as selective integration of multiple sensors and sensor axes

via machine learning can instead utilize several of these manifestations simultaneously for

a more proficient attack. We demonstrate these ideas by designing an eavesdropping clas-

sifier based on the XGBoost machine learning model. Our experiments with four Android

smartphones suggest that 12 smartphone touchtones can be recovered by an adversary at

over 99 % accuracies.
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3.9.1 Touchtone Leakage through Motion Sensors

This section analyzes the information leakage threats posed by touchtone eavesdropping

using smartphone motion sensors (Fig 3.15) and the multitude of reasons why it can be

difficult to mitigate. We investigate how touchtones produced by a phone’s speaker leak

distinguishable, deterministic side-channel signals into the smartphone’s accelerometer and

gyroscope sensor readings.

3.9.1.1 Background

Touchtones. Touchtones, also known as dual-tone multi-frequency (DTMF) signals, are

a standardized code of two-tone audible acoustic signals that play upon a numerical key

press [233]. Touchtones are often used in telecommunications and various other applications

with a numerical touchpad [75, 151]. The sound is produced by a phone when users press

an individual key to dial a phone number, answer an automated telephony question (e.g.

“press 1 to....”), register credit card numbers or bank pins over the phone, etc. There are

12 unique touchtones commonly used by smartphones (Figure 3.16), each consisting of two

frequencies taken from two separate frequency sets, used for the numbers 0-9, the symbols

* and #. As they are unique, hearing one touchtone is indicative of a certain number press.

These dual-tone combinations have been chosen specifically to be easily understood in the

presence of noise for reliable communication.

Aliasing. Aliasing can have several definitions depending on the context, but the most

relevant definition in the context of this paper refers to distortions caused by the improper

sampling of a signal [166, 229]. As defined by the Nyquist sampling theorem [204, 168]

the highest frequency a sensor with sampling rate fs can properly sample is the Nyquist

frequency fN = fs/2. If a signal has frequencies greater than fN the sensor output will

contain aliases of the original signal. The formula for the frequency of the alias, fa, given

the Nyquist frequency fN and the frequency of the original signal f is fa = |2mfN − f |.

3.9.1.2 Threat Model

This paper considers an adversary whose goal is to determine a user’s numerical key presses

on a smartphone using access to a smartphone’s motion sensor data and the knowledge of

touchtone leakage, an attack we term touchtone eavesdropping.

We assume the adversary can obtain and save motion sensor data through means such

as a malicious application running in the background with motion sensor access, as has been

assumed in all previous works of acoustic eavesdropping using smartphone motion sensors.

Note that popular smartphone platforms such as Android do not require applications to
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Figure 3.16: Touchtone frequencies. Touchtones are comprised of two single-frequency tones
emitted simultaneously to convey numerical input.

ask for user permission to use motion sensors. As a result, any applications running in the

background can potentially collect motion sensor data stealthily for malicious purposes.

We also assume the adversary has access to the same model as the victim’s phone(s);

a phone’s model can be determined by an application using fingerprinting techniques [61,

188, 259]. The adversary can use their duplicate phone(s) to collect training data to build a

classification system. Last, the adversary has unlimited time to classify victim data as the

victim data can be saved and sensitive information (e.g. credit card numbers, bank pins,

social security numbers) may not change often.

3.9.1.3 Acoustic Waves and Sensor Construction

Acoustic waves produced by the smartphone’s speaker alter the output of microelectricalme-

chanical systems (MEMS) accelerometers and gyroscopes [58] due to how these sensors ap-

proximate motion. MEMS accelerometers and gyroscopes approximate the motion of a larger

body (i.e. a smartphone) via the motion of a small sensing mass(es) attached to capacitive

springs. When the mass(es) moves, the springs create a representative voltage which is then

amplified, filtered, digitized, and sent to the processor. However, while the linear or angular

acceleration of the sensing mass(es) are usually accurate representations of the body’s accel-

eration, they are not exact. For example, small acoustic vibrations via the air or contacted
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Figure 3.17: Predictable and discernible touchtone leakage. Touchtone leakage for #3 and
#4 touchtones in a Google Pixel 2’s accelerometer’s x-axis. These signals remain discernable
and predictable in the frequency domain with (a) a normal, unaltered signal, and also despite
apparent mitigations suggested by previous research including (b) reduced sampling rates
and (c) digital low-pass filtering.

surfaces can move the small sensing masses even if minimally affecting the connected body

(i.e. smartphone) due to effects such as varying frequency responses [171, 228, 44]. In this

case, MEMS accelerometers and gyroscopes may capture acoustic signals.

3.9.1.4 Touchtone Aliasing

Aliasing is a key factor in both making touchtone leakage occur and making it difficult

to mitigate. Touchtones have frequencies higher than the Nyquist sampling rate for most

smartphone motion sensors (lower than 250 Hz), and thus have aliases. However, the fre-

quencies of these aliases can be predicted as the touchtone frequency and sampling rate are

both known (Fig 3.17). An attacker can use these known aliases to indicate the presence of

the missing original touchtone frequencies. Furthermore, the placement of these aliases —

how all touchtone frequencies can lie somewhere in the sampled signal’s frequency band —

can make touchtone eavesdropping resistant to certain apparent mitigations. For example,

reducing the sampling rate will not get rid of aliases, but only move them to other deter-

ministic frequencies (Fig 3.17b). Furthermore, low-pass filters may remain ineffective unless

the cutoff frequency is placed low, as touchtone aliases could be close to 0 Hz (Fig 3.17c).

3.9.1.5 Leakage Signal Manifestations

The two above factors enable touchtone leakage, but information leakage may manifest in a

multitude of forms simultaneously (e.g., different axes of a sensor’s readings having different

signals caused by touchtones) due to a variety of physical and signal processing phenomena;

these manifestations can provide complementary and distinct information for the purpose of
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Figure 3.18: Touchtone information manifestations. Touchtone information can be mani-
fested in a variety of forms or to varying extents in motion sensor data. In (a) and (b),
two axes have distinct non-linear frequency responses to a 420 Hz to 580 Hz chirp from the
speaker of smartphones. Different axes may thus be better predictors for certain tones. (c)
shows how there may be many subtle artifacts in touchtone data. An attacker could use any
of these artifacts to perform touchtone eavesdropping.

classifying touchtones (and thereby user input) and an attacker may need only one of these

manifestations in some cases to determine the touchtones.

First, different types of sensors or different axes of a single sensor can contain complemen-

tary or different information about the same set of touchtones. One factor that can affect

how information manifests is the varying frequency responses in phone mechanical construc-

tion, speakers, sensors, or even individual axes of sensors. Different frequency responses

inherent to physical materials and sensors can lead to one sensor axis having a higher signal-

to-noise ratio (SNR) for certain frequencies (i.e. touchtones) where a separate axis could

have a higher SNR for other frequencies [65, 99, 209], as shown in Fig 3.18a. With access to
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readings of all sensor axes, an adversary may be able to exploit this fact and combine useful

information.

Additionally, even in the same sensor axis, information about the same touchtone can

manifest in different manners. For example, an axis will have information on an alias of the

touchtone frequency, but could also have information on the harmonics of the same touchtone

as shown in Fig 3.18b. A touchtone eavesdropping attack would only need to recognize one

of a touchtone’s alias, harmonic, or even an alias of the harmonic to be successful.

3.9.2 Experiments

3.9.2.1 Setup

We have three different hardware setups for motion sensor data collection. The first two se-

tups collect data from the four Android phones listed in Table 3.4 for baseline (no mitigation)

and software-only mitigation evaluation; these two setups differ only in physical locations: a

quieter conference room versus a noisy server room. The conference room was next to a busy

atrium with the door closed to mimic a conference call setting, while the server room was

chosen to mimic a noisy environment measured at an average of 67 dB SPL as measured by a

General DSM403SD sound level meter[227]. Each setup used an Intel NUC running Ubuntu

18.04 [126] as a base station, smart-phones (Table 3.4), cables, and base station peripherals

on a table (Figure 3.19). In this setup, the acoustic speaker was a phone’s loudspeaker and

the motion sensors (accelerometer and gyroscope) were the same phone’s sensors. The base

station used a python API for the Android Debug Bridge [91] to upload a custom Android

data collection program to each phone and for other communications.

The third hardware setup collects data at faster sampling rates for software anti-aliasing

filters and for testing onboard hardware anti-aliasing filtering. Phone hardware can collect

at rates faster than what is made available to applications in smartphones to limit power

consumption. Although current smartphone software API does not support it, we test it

with external sensors to emulate possible future mitigation. To that end, our setup uses an

LSM9DS1 breakout board, a very similar chip to the ones in three of the phones (Table 3.4),

a Teensy 3.6 micro-controller, the same Intel NUC base station as in the previous setup,

and an external speaker connected to the NUC to produce audio. The speaker was placed

10cm away from the LSM9DS1 breakout board. A Python program was used to produce

audio on the speaker and interface with a custom sensor collection program on the Teensy

micro-controller.
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Table 3.4: Motion sensor information for tested phones.

Phone Model IMU Model
Sampling Rate (Hz)
Reported Measured

Google Pixel 1 BMI160 400.00 401.69
Google Pixel 2 LSM6DSM 400.00 409.96
Samsung Galaxy S8 LSM6DSL 400.00 429.27
Samsung Galaxy S9 LSM6DSL 415.97 413.61

Reported inertial measurement unit (IMU) model, which contains
both an accelerometer and gyroscope, and sampling rates.

Figure 3.19: Data collection setup in a conference room.

3.9.2.2 Sensor Data Recording

To reduce temporally correlated biases from data collection over a long period of time the

python3 program running on the base station first determines a randomized order for all

audio samples to record. The program then ensures the proper setup of all devices for the

experiment. It then has the speaker for the experiment play each touchtone audio clip in

succession while recording motion sensor data. In the event with multiple devices connected

to the base station, only one phone’s speaker and sensor were used simultaneously. Motion

sensor data was collected at the fastest available sampling rate and saved and sent back to

the base station to save the recording to disk.

For each individual setup, we recorded the motion sensor data of the 12 touchtones in

Figure 3.16. Each individual dial-tone sample was played for 0.5 s, with each tone being

recorded 250 times per setting for a total of 3000 recordings. The data set was divided into

training and test sets at 80% and 20% respectively. It was ensured that touchtones were

divided equally during the split (e.g. in the test set there were 50 samples of each of 12

touchtones).
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Figure 3.20: Eavesdropping classifier. Our system extract signal features and selectively
integrate useful motion sensor data from multiple sensors and axes to better classify touch-
tones.

3.9.3 Touchtone Classifier

To serve as an evaluation metric we made a machine learning classifer (Figure 3.20) to mimic

that of an advanced adversary.

3.9.3.1 Selective Integration of Sensor Data

To emulate a more advanced adversary, we build classifiers that selectively combines feature

data from multiple sensors into a single attack model based on the intuition that each

sensor axis can be a better or worse predictor for a given touchtone. Previous work has

demonstrated classifiers for acoustic leakage onto motion sensor [171, 256, 44], however to

our knowledge no previous work has combined data from both sensors simultaneously or

selectively integrated axes into a single model. This improvement works as each axis from

each sensor carries some measure of unique information. Selectively combining these sources

of unique information should yield the best results.

Our method to selectively integrate axes is as follows. First, the system empirically ranks

the axes in order of best predictor by building a model for each individual axis and tests

its accuracy on validation data. Then the system builds a model with the most accurate

two axes, then the top three, etc., until a model with all axes has been tested. Then the

system selects the best-performing model among the single-axis and multi-axis models to

use in actual testing. Once the best combination of axes has been chosen, the axes will be

selected in the “Axis Selection” step shown in Figure 3.20.
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Table 3.5: List of statistical features used in classification.

Mean Median Kurtosis Absolute Area % Mean Crossings
Minimum Variance Signal Power Standard Deviation Interquartile Range
Range Maximum Variation Spectral Entropy Fast Fourier Transform
Skew First, Second, Third Quantiles

The signal would be split into windows where the above features were calculated.

Table 3.6: Feature settings.

Feature Setting Possible Choices

Statistic
Features

Frame Size (#vals) 10, 20, 50, 100
Frame Step (#vals) 5, 10, 20

MFCC
Window Length (s) 0.025, 0.05, 0.1, 0.2, 0.3, 0.5
Window Step (s) 0.01, 0.05, 0.01

The optimum feature settings used in the final model are in bold.

3.9.3.2 Features and Classifier Design

We briefly detail the feature extraction and classifier of our touchtone classifier in this section.

As a reminder, features are calculated per sensor axis, then features of only the optimal

combination of axes are included in the model as described in Section 3.9.3.1.

Time-alignment and Windowing: For feature extraction of a sample, our model first

time-aligns signals from different sensors (i.e. sample 1 from one signal correlates with sample

1 of the others). Subsequently, it divides each time-series signal into a series of windows.

Each window should correlate with windows of other signals (i.e. window 1 in one signal

correlates with window 1 of another signal).

Extract Statistical Features: The system calculates a series of statistics per window per

selected sensor axis and concatenates these metrics to produce a single feature vector. The

set of statistical measurements, as shown in Table 3.5, are very similar to those used in

previous work [44].

Zero-padding: Feature vectors with a different number of time windows, which may happen

due to experimental error, must have the same number of features for the classifier to compare

properly. The system zero-pads each feature vector to ensure the same length.

XGBoost Classifier: Our system uses XGBoost to classify the extracted features from

the selected axes. XGBoost is a common classifier that uses gradient boosting and has been

shown to effective in several different applications [73].
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Figure 3.21: Baseline results for the touchtone eavesdropper without any mitigation. (a)
Conference room and (b) Server room hardware setups. For each phone, we show the ac-
curacy of classification models trained on individual axes alone, then show the accuracy for
the model trained on the optimal combination of axes.

Table 3.7: Classifier settings.

Classifier Setting Possible Choices

XGBoost

learning rate 0.05, 0.10, 0.15, 0.20, 0.25, 0.30
max depth 3, 4, 5, 6, 8, 10, 12, 15
min child weight 1, 3, 5, 7
gamma 0.0, 0.1, 0.2 , 0.3, 0.4
colsample bytree 0.3, 0.4, 0.5 , 0.7

Random
Forest

bootstrap True, False
max depth 30, 40, 50, 60, 70, 80, 90, 100, None
min samples leaf 1, 2, 4
min samples split 2, 5, 10

n-estimators
200, 400, 600, 800, 1000, 1200, 1400
1600, 1800, 2000

The optimum feature settings used in the final model are in bold.

3.9.3.3 Implementation Details

The system uses a python3 program to process the sensor recordings and subsequently

train and/or test recognition models. We utilize numpy, scipy, and other standard python3
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libraries to perform feature extraction as described previously. The system then uses python3

XGBoost implementation with support libraries from Scikit-learn to perform any training,

validation, or testing of machine learning models. To select the optimal combination of

axes as described previously, the system would first train separate models for individual

axis. These axes would then be ranked by individual accuracy performance and axes would

be added in order of highest accuracy and evaluated. Last, for these eleven combinations

(6 individual and 5 multi-axis) the system would choose the best-performing axis combination

and use that for its model.

To choose specific features and model hyper-parameters, we performed a randomized

grid search using data collected from a Pixel 2 phone in a conference room to pick param-

eters. The randomized grid search did not test every possible combination of parameters

in the interest of time, and thus it is possible more optimal parameters could be chosen.

The possible parameters for features and classifiers are shown in Tables 3.6 and 3.7 respec-

tively with the best, selected parameters shown in bold. We tested these settings against a

commonly used feature set for audio classification with Mel Frequency Cepstral Coefficients

(MFCCs) [171] and another common classifier with Random Forest [44] to provide a compar-

ison against other commonly used selections. We found that the XGBoost model with the

statistic features constantly outperforms the other classifier-feature combinations. We took

the highest accuracy result to select feature and classifier settings. These settings stayed the

same through all testing.

Specifically, we used the statistical features in Table 3.6, which are calculated with a

window size of 50 sensor reading samples and a step of 5 samples. For the XGBoost classifier,

it uses a learning rate of 0.2, a max depth of 5, a min child weight of 3, a gamma value of

0.1, and a colsample bytree value of 0.5. Based on the assumption that the adversary knows

the model of the victim’s phone and can acquire a duplicate device in advance, we train the

classifiers on the data collected with the same phone as the test data to evaluate the upper

limits of the recognition accuracies. On average, it takes less than 0.02 seconds to classify

an eavesdropped touchtone.

3.9.4 Evaluation Results and Analysis

In this section, we report the attack and mitigation results with the setups described in Sec-

tion 3.9.2.1. We analyze and summarize the findings of our assessment of the eavesdropping

attack and different mitigations. Software low-pass filtering and reducing the sensor sampling

rate can only moderately mitigate the attack while significantly hindering data bandwidth

(and thereby application functionality). Software and hardware digital anti-aliasing filters
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cannot eliminate touchtone eavesdropping but are able to significantly mitigate the threat

while also preserving more data bandwidth.

We find that the unmitigated touchtone classifier achieves accuracy exceeding 99% for

three of the four phones as shown in Figure 3.21, demonstrating that malicious applications

can effectively recover user input.

3.9.4.1 Differences Between Phone Models

One of the phones, the Pixel 1, performs poorest in nearly every test despite similar sampling

rates as the other phones. The highest touchtone inference accuracy for Pixel 1 does not

exceed 85% while other phones can all achieve over 99%. As shown in Table 3.4, we notice

that Pixel 1’s IMU is produced by a different manufacturer than the other three phones.

This result demonstrates that factors other than sampling rates can vary recognition rates.

These factors could include signal propagation path that attenuates the acoustic signal, less

sensitive sensors, different frequency responses, or different sensor configurations and MEMS

structures. This result also suggests that some motion sensors may be more resistant to

touchtone leakage than others. We believe a dedicated future study examining which motion

sensors are less susceptible could provide insight into future hardware-based mitigations.

3.9.4.2 Accelerometer vs. Gyroscope Axis Accuracies

Classification based on data from an accelerometer axis achieved higher average accuracy

than gyroscope axis data. While the exact reasons remain unclear, we provide a possible

assumption. Accelerometers measure linear acceleration while gyroscopes measure angular

acceleration. The phone’s speakers produce audio through vibration, and then vibration

travels through the phone body to affect both the accelerometers and gyroscopes. Vibration

acts as linear acceleration in this case, which the accelerometer is designed to measure. While

the gyroscope is not designed to measure linear acceleration, its sensing mass(es) still vibrate

and these vibrations are quantized. Thus, the intent of each sensor changes the effectiveness

of this particular scenario.

3.9.4.3 Selective Combination of Sensor Axes

The selective combination of axis data achieved significantly higher results for one phone

model, the Google Pixel 1, and improved accuracy versus a single axis for all but one case.

This exception case was the test for the Google Pixel 2 in the conference room, and it could

not improve accuracy as accuracy was already 100%. For all phones but the Pixel 1, the

improvement was limited because the results were already near 100% accuracy. However, for
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the Pixel 1 the selective-axis integration improved as much as 40% over single-axis accuracies.

This indicates that in cases with noisier data, the selective axis integration could help a

classifier model utilize the various touchtone information in each axis to achieve higher

accuracies.

3.10 Conclusion

These two examples provide evidence to support hypothesis H1, showing how the increasing

resolution and sensitivity of various types of sensors increase the range of ssec ∩ (sint ∪ sside),

leaking increasingly more diverse and unexpected secret information to untrusted parties

potentially acting as adversaries. Furthermore, the information leakage problem through

zero-permission motion sensors explicitly shows that the requirement KR1 is not met in

many popular consumer-orientated IoT platforms. This chapter also investigates several

different methodologies of mitigation, demonstrating the importance of not unwittingly pro-

viding the highest resolution of sensor data to software applications. Finally, the problems

also point out the challenge of clearly defining the boundaries between trusted and untrusted

parties, and the boundaries between intended and unintended inputs.
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CHAPTER 4

Information Leakage Due to Increasing

Sensor Structural Complexity

4.1 Overview

Besides the resolution and sensitivity of sensors, there are other more implicit factors such

as complex hardware structures that could contribute to more information acquired by ad-

versaries. Still centered around hypothesis H1, this section uses camera sensing examples to

introduce two such factors, namely the movable lens and rolling shutter of modern cameras.

While they were originally implemented to support useful functionalities that can benefit

users such as long exposure time and optical image stabilization, they can actually be ex-

ploited to steal information in a security context. More importantly, we find that these

features enable adversaries to use cameras to sense audio—another modality of physical in-

formation, revealing how the increasing complexity of sensing systems potentially blurs the

boundary of sensing modalities [163].

4.2 Threats of Smartphone Cameras Near Audio

Smartphone and Internet of Things (IoT) cameras are increasingly omnipresent near sensitive

conversations even in private spaces. Our work introduces the problem of how to prevent

the extraction of acoustic information that is unwittingly modulated onto image streams

from smartphone cameras. We center our analysis on a discovered point-of-view (POV)

optical-acoustic side channel that leverages unmodified smartphone camera hardware to

recover acoustic information from compromised image streams. The side channel requires

access to an image stream from a smartphone camera whose lens is near the eavesdropped

acoustic source emitting structure-borne sound waves. The key technical challenge is how

to characterize the limit of partial acoustic information leakage from humanly imperceptible
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Figure 4.1: Illustration of the POV optical-acoustic side channel when a camera is recording
a ceiling or floor. Adversaries can eavesdrop structure-borne sounds emitted by electronic
speakers by extracting acoustic signals from artifacts of lens movement and rolling shutter
patterns in smartphone cameras that depend on POV rather than objects in the field of
view.

image distortions, which is made possible by nearly universal movable lens hardware and

CMOS rolling shutters that are sensitive to camera vibrations.

The most related body of research on optical-acoustic side channels involves recording

videos of vibrating objects within the field of view with specialized, high-frame rate cam-

eras [42, 85, 261, 254, 255]. However, innovations in privacy-aware camera systems and

software can actively detect and hide sensitive objects in camera images to prevent such

direct data leakage [240, 83, 232]. In contrast, our work explores the optical-acoustic side

channel intrinsic to existing smartphone camera hardware itself, eliminating the need for

objects in the field of view or line of sight: an image stream of a ceiling suffices (Figure 4.1).

That is, we extract acoustic information from the vibratory behavior of the built-in camera—

rather than the behavior of a vibrating object within the field of view of a specially mounted

camera.

Our threat model and approach build upon previous research that used smartphone mo-

tion sensors for acoustic eavesdropping [171, 43, 51, 45, 63, 216], where structure-borne sound

emitted by electronic speakers vibrates motion sensors and also leaks acoustic information.

However, cameras do not directly encode acoustics like motion sensors. Instead, our work

must demodulate acoustic information unwittingly encoded within image stream artifacts.

Assessing the limits of information recovery with this optical-acoustic side channel thus poses

the challenge of designing a signal processing pipeline that optimizes (1) the acoustic signal

extraction from images and (2) the effective utilization of extracted signals. To tackle the

first challenge, we characterize the side channel’s signal path and model the rolling shutter

pattern formation under sound wave motions as a signal modulation process. Our modeling
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reveals the limits of recoverable signal posed by factors such as imaging exposure time that

can be optimized. It also reveals the theoretical signal extraction process, which guides us to

design a diffusion registration-based extraction algorithm that rapidly and robustly recovers

sound signals. Our recovered signals1 with mainstream smartphones preserve over 600 Hz

bandwidth of speech spectrum.

To tackle the second challenge, we observe that the extracted band-limited signals are

complex transformations of the original sound and thus difficult for humans to recognize

directly. In order to fully utilize the information embedded in the extracted signals, we

design a classification model based on the HuBERT Large transformer [122]. Our extensive

evaluation with 10 smartphones on a widely used spoken digit dataset [57] suggests that this

optical-acoustic side channel powered by our signal processing pipeline allows adversaries

to recover acoustic information from the surroundings. Specifically, we observed 80.66%

accuracy on speaker-independent 10-digit recognition, 91.28% accuracy on recognizing 20

speakers, and 99.67% on gender recognition when a Google Pixel 3 phone was placed beside

a speaker on a desk. In addition to classification, we also used NIST-SNR and Short-Time

Objective Intelligibility (STOI) metrics to measure the quality and intelligibility of recovered

speech signals, and observed scores up to 28 dB and 0.53, respectively. We further evaluated

this side channel’s robustness with various speaker volumes and speaker-phone distances as

well as its applicability in different structure-borne propagation scenarios, including when

the phone and speaker are placed on different desks or in different rooms.

Finally, we systematically investigate the possible defenses from the standpoints of user-

based countermeasures and future camera design improvement respectively. For the latter,

we propose corresponding hardware modifications to mitigate the two enabling factors of

this attack, namely rolling shutter and movable lens. To summarize, the goal of this work is

to model, measure, and demonstrate the capability of the POV optical-acoustic side channel

on smartphone cameras and help defend against the threat on current and future camera

devices.

4.2.1 Related Work

Sound Recovery From Vibrating Objects In Videos. The concept of recovering

sound by analyzing vibrating objects in video frames was first introduced by Akutsu et al.

[42] in 2013 where they used high-speed cameras (over 6,000 fps) to record the movements

of a speaker’s face and neck. Davis et al. [85] found it is possible to recover speech by aiming

a specialized high frame-rate camera at lightweight objects (e.g., plastic bags) vibrated by

1Sample audio and additional materials can be found on our project website
https://sideeyeattack.github.io/Website/
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sound waves. Follow-up research on this topic mainly focused on improving the efficiency

of sound recovery based on Davis’s technique using specialized high frame-rate cameras

[261, 254, 255]. Some works also discussed the possibility of utilizing the rolling shutter effect

to emulate higher frame rates with common cameras, but the discussions remain proof-of-

concept in lab settings as it requires a high-end camera on a tripod to focus precisely on

the lightweight objects at a very close distance [85, 252, 101, 206]. In comparison, our work

exploits the rolling shutter artifacts caused by the movement of smartphone camera lenses

that are intrinsic to existing smartphone camera hardware itself. This feature allows our

optical-acoustic side channel to work without any vibrating object in the camera’s field of

view and enabled us to evaluate a wide range of possible sound recovery scenarios including

when the speaker and camera are in two different rooms (Section 4.6.2). Furthermore,

previous works’ recovered signal amplitude is proportional to the lens focal length due to

their need of objects in the video frames, which poses the major limitation of requiring

short camera-object distance or expensive optics [85]. In comparison, our work addresses

this limitation by exploiting the movable lens structure on smartphone cameras as a signal

amplifier under structure-borne sound.

Smartphone Motion Sensor Side Channels. In 2014, Gyrophone [171] first proposed

the idea of using gyroscopes on smartphones for acoustic eavesdropping. They investigated a

structure-borne attack scenario where the smartphone and electronic speaker are on a shared

table surface. Following works such as AccelEve [51], Spearphone [45], and [63] proposed

a structure-borne threat model of eavesdropping audio played by the smartphone’s built-in

electronic speakers with accelerometers on the same phone, which is similar to our same-

phone scenario evaluated in Section 4.6.1.

Compared to motion sensor side channels, the optical-acoustic side channel proposed

in this work opens up a new modality of smartphone acoustic eavesdropping since cameras

create an orthogonal space of threat models in cases where motion sensor data is not available

or add to the total information extracted when it coexists with motion sensors. Camera side

channels provide a high bandwidth while motion sensors often have better sensitivity to

vibrations. In addition to the shared surface-coupling and phone body-coupling scenarios,

our paper further investigates new scenarios where smartphones are on different surfaces than

the speakers such as on a different desk, in a shirt pocket, in a bag, or even in a different

room. It is worth pointing out that comparisons between these motion sensor side channels’

results and our results may not provide meaningful insights due to the large differences in

their threat models, algorithms, evaluation setups, etc.

Physical Acoustic Eavesdropping. Researchers also exploited other physical mech-

anisms for acoustic eavesdropping. We refer the readers to the SoK paper by Walker et al.
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[238] for a relatively comprehensive review. Lamphone [178] and the little seal bug [179]

use telescopes and optical sensors to sense the optical changes caused by sound-induced ob-

ject vibrations remotely. Glowworm [177] finds that the LED light intensity of electronic

speakers leaks acoustic information and uses telescopes and photodiodes to eavesdrop on it.

Compared to these works, our work does not require specialized devices and light but uses

smartphones in private spaces for eavesdropping. LidarPhone [198] inherits the well-studied

concept of sound laser vibrometry but uses malware to exploit the lidar sensors on robot

vacuum cleaners for eavesdropping. Hard drive of hearing [150] discovers that the read/write

head of hard drives can be turned into unintentional microphones for eavesdropping when

the head is vibrated by loud sounds.

Camera-based Attacks. Poltergeist [130] by Ji et al. studied the robustness problem

of the camera OIS from an almost complementary perspective to our work. They discovered

that adversaries can generate intentional ultrasounds to change the gyroscope readings of

OIS in similar ways as explored in [209, 228] and thus cause controlled motion blurs in the

camera videos to attack computer vision-based autonomous vehicles. They See Me Rollin’

by Köhler et al. [142] studied laser-based optical injection attacks against CMOS cameras

in autonomous vehicles. They exploited the rolling shutter mechanism of CMOS cameras

to inject row-wise fine-grained disruption patterns into camera videos that could hide up to

75% of objects perceived by state-of-the-art computer vision object detectors. While their

work studies how rolling shutters can cause robustness and security problems to downstream

processing units when subjected to active optical injections, our work investigates how to

passively recover ambient acoustic information from rolling shutter cameras vibrated by

sound.

4.3 Threat Model & Background

4.3.1 Threat Model

We characterize the threat of POV acoustic information leakage into smartphone cameras

through structure-borne sound propagation. The sound generated by a sound source in

the vicinity of a camera propagates to the camera and vibrates it, inducing rolling shutter

effects in the camera image stream. The rolling shutter pattern thus becomes a function of

the acoustic signal. The objective of an adversary is to learn the reverse mapping from the

rolling shutter pattern to the privacy-sensitive information in the acoustic signal. Formally,
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Figure 4.2: The movable lens structure widely exists in smartphone cameras with optical
image stabilization (OIS) and auto-focus (AF). When sound waves move the camera lens
suspended on the springs, the optical path changes and creates an optical-acoustic side
channel.

we define the eavesdropping attack that an adversary A launches as a function fA:

fA :
{
Pv(S

l(t),E), EA
}
−→ l̃, l̃ ∈ L

where Sl(t) is the continuous-time acoustic signal generated by the sound source; l, l̃ ∈
L are the true and estimated information label of the acoustic signal; L is the set of all

possible information labels and is reasonably assumed to be finite; E,EA are the sets of

environmental factors that are present during the attack (e.g., phone-speaker distance) and

that are controlled or known by the adversary respectively, and have E ⊇ EA; Pv(·) denotes
the projection from the acoustic signal to the videos containing the rolling shutter pattern. To

measure the threat, we define the advantage of an adversary over random-guess adversaries

as a probability margin

AdvA = P
[
fA(Pv(S

l(t),E), EA)− l < ϵ
]
− 1

|L|
(4.1)

where ϵ is an arbitrarily small number. A successful attack is defined asAdvA > 0. Although

AdvA is a theoretical value that requires knowing the probability distributions and functions

in Equation 4.1 to calculate, we can estimate this value by obtaining classification accuracies

on datasets with equally likely labels as the ones in Section 4.6.

Targeted Information Recovery. We focus on recovering information from human

speech signals broadcast by electronic speakers, as this is one of the most widely investigated

threat models validated by previous research [171, 43]. In particular, our study investigates

the feasibility and limit of recovering acoustic information from smartphone cameras without

requiring microphone access. To better assess the limit, we allow the adversary to utilize

state-of-the-art signal processing and machine learning techniques. We discuss three types

of information recovery with increasing difficulty, namely (1) inferring the human speaker’s
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gender, (2) inferring the speaker’s identity, and (3) inferring the speech contents.

Adversary Characteristics. We consider an adversary in the form of a malicious

app on the smartphone that has access to the camera but cannot access audio input from

microphones. In common mobile platforms including Android and iOS, the app will have full

control over the camera imaging parameters such as focus and exposure controls once the

camera access is granted. An adversary can change these parameters for optimal acoustic

signal recovery based on their knowledge of the signal modulation process. We assume

the adversary captures a video with the victim’s camera while the acoustic signal is being

broadcast. We also assume the adversary can acquire speech samples of the target human

speakers beforehand to learn the reverse mapping to the targeted functions of the original

speech signals and they can perform this learning process offline in a lab environment, which

have been the standard assumptions in related side-channel research [171, 51, 45].

Attack Scenario. Sounds broadcast by an electronic speaker can reach a smartphone’s

camera through structure-borne propagation when there exists a propagation path consisting

of a single structure or a system of structures such as tables, floors, and even human body.

Such a structure-borne model has been frequently used in previous works [171, 43, 239] of

smartphone acoustic eavesdropping. Similar to previous works of motion sensor side chan-

nels, the malicious app eavesdrops on acoustic information under the general user expecta-

tion that no information can be stolen through sound when smartphone microphone access

is disabled. Although camera access is usually regarded as being on the same privacy level as

microphone access, users aware of the risk of acoustic leakage through microphones are still

likely to grant camera access to apps until they realize the existence of the optical-acoustic

side channel. We believe this can happen in three major situations. (1) The malicious app

requests only camera access without microphone usage in the first place. Apps can disguise

themselves as hardware information checking utilities (e.g., the widely used ”AIDA64” app

[26]) or silent video recording apps that do not record any audio. (2) The malicious app

requests both camera and microphone access but a cautious user only grants camera access.

We found that filming apps (e.g., the ”Open Camera” [36] and ”Mideo” [35]) often simply

record without audio when microphone access is not granted. (3) The malicious app re-

quests and is granted both camera and microphone access, but a user physically disables the

microphone input by using external gadgets such as the Mic-lock microphone blocker [34].

Additionally, malicious apps can record videos stealthily without camera preview or in the

background as has been done by existing apps like the ”Background Video Recorder” on the

Google Play Store [28] and ”SP Camera” on the Apple App Store [38].
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Figure 4.3: (a) CMOS rolling shutter camera’s row-wise sampling architecture with a 4× 4
sensor pixel array. (b) The sequential readout of rows for two consecutive frames with
exposure time Te and row readout duration Tr.

4.3.2 Rolling Shutter Cameras

Rolling shutter cameras, which feature a row-wise sampling architecture (Figure 4.3 (a)),

dominate the market of portable electronics including smartphones. Row-wise sampling

overlaps the exposure of one row with the read-out of subsequent rows (Figure 4.3 (b)). An

address generator controls this process by generating row-reset (RST) and row-select (SEL)

signals that start the exposure and read-out of each row respectively. The interval between

the two signals is the exposure time Te. The duration of each row’s read-out is denoted as

Tr. The row-wise sampling architecture comes at the cost of additional image distortions

when the optical paths change while imaging a scene. The optical paths can change when

a relative movement happens between the scene, the lens, and the pixel array. The rolling

shutter distortions are thus a function of optical path variations.

4.3.3 Movable Lens

While the CMOS photo-sensitive pixel array is mounted on printed circuit boards (PCB) and

rigidly connected to the camera body, the lens in most modern CMOS cameras is flexibly

connected to the camera body by suspension structures using springs and specialized wires

[211]. Such suspension structures allow relative movement between the lens and the pixel

array, as shown in Figure 4.2. The movable lens is an essential component of cameras’ optical

image stabilization (OIS) and auto-focus (AF) systems and is almost ubiquitous in hand-held

camera devices including smartphone cameras.

Optical Image Stabilization: OIS is an image stabilization method for mitigating

tremor-caused motion blurs. Most OIS systems allow for 2D movements of the lens that

are parallel to the pixel array plane, resulting in translational transformation of images. We
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only consider 2-DoF OIS movements and term such movements as XY-axes movements. OIS

lens stroke is on the order of 100 µm [202].

Auto-focus: Most AF systems support 1-DoF movements of the lens on the axis that is

perpendicular to the pixel array plane, which we term as Z-axis movements. Such movements

can induce zooming effects that can be viewed as scaling transformations of the 2D image.

AF lens stroke is also on the order of 100µm [104].

Sound Propagation. This work investigates the consequences of movable lenses vi-

brated by structure-borne sound waves. Sound waves can propagate both through the air

by inducing movements of air molecules, and through structures by inducing mechanical

deformations in them. Structure-borne propagation can often transmit much higher sound

energy than air-borne propagation [81]. In 2018, Anand et al. systematically analyzed the

response of smartphone motion sensors to air-borne and structure-borne sound waves [43].

Their experiments show that structure-borne sound generated by electronic speakers causes

stronger vibrations of the sensors and thus enables more feasible eavesdropping with mo-

tion sensors. Building upon their results, our work explores how structure-borne sounds can

affect smartphone cameras.

4.4 Modeling Acoustic Eavesdropping in Cameras

In this section, we seek to answer three key questions regarding the feasibility of the side

channel: (1) Why does such a side channel happen? (2) What are the factors deciding the

channel’s capability? (3) How can adversaries extract high-quality signals from the channel?

4.4.1 Signal Path Causality

Mechanical Subpath. When the electronic speaker on a table plays audio with total

kinetic energy Es, part of the kinetic energy it generates k0Es propagates to the body of

the phone in the form of structure-borne sound waves and vibrates the smartphone body.

Specifically, longitude waves mainly cause XY-axes motions of the smartphone body while

transverse and bending waves mainly cause Z-axis motions [81]. The smartphone body and

the camera body, including the sensor pixel array, are rigidly connected and thus have the

same motion amplitude and velocity. Viewing them as a single unit separated from the

camera lens, we denote the kinetic energy causing vibrations of this unit as Ep. We can

approximately model this unit’s motions on the table as a spring-mass system [231] with a

spring constant cp and motion amplitude Ap. The camera lens is connected to the camera

body through springs and can thus be regarded as a second spring-mass system. A portion
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Figure 4.4: The movable lens structure acts as a signal amplifier when structure-borne sound
vibrates the smartphone camera. The dotted and solid lines represent the light ray projected
before and after vibration. (Left) Without moving lenses, the rolling shutter pattern induces
negligible pixel displacements. (Right) When lenses move, pixel displacements get amplified.

of Ep, denoted as k1Ep, is converted to its elastic potential energy by stretching/compressing

the springs. Denote the effective spring constant of the lens suspension system as cl and the

relative motion amplitude between the lens and the smartphone-camera unit as Al (Al < Ap),

we then have
k0Es =Ep =

1

2
cpA

2
p =

1

k1

1

2
clA

2
l (4.2)

Note that k0 and k1 are frequency-dependent and reflect the physical properties of the

mechanical system consisting of the speaker, the table, and the phone. In other words,

Ap and Al can be expanded along the frequency axis to represent the frequency response

(transfer function) of the mechanical subpath. Such frequency response is hard to model but

can be measured in an end-to-end manner (Section 4.4.4).

Optical & Electronic Subpaths. The movements of the smartphone body and the

lens change the optical paths in different ways. Figure 4.4 shows a simplified model of how

the two types of movements on the X-axis affect the light ray from a still point source to

the sensor pixel array. In Figure 4.4 (a), the smartphone-camera body unit moves by Ap

while there exists no relative movement between it and the lens. With a focal length of f

(on the order of 5 mm2) and a camera-scene distance of d, the light ray projection point on

the pixel array shifts by f
d
Ap. In Figure 4.4 (b), only the lens is moving by Al while the

smartphone-camera unit stays still. In this case, the projection point shifts by (1 + f
d
)Al.

The optical projections are then sampled by the photo-sensitive pixel array and converted

to digital signals, with the shifts of the projection point converted to pixel displacements in

the images. Denote the general pixel displacement as Di, the two types of movements will

then result in pixel displacements of Dip =
f
d

Ap

H
P and Dil = (1+ f

d
)Al

H
P , where H and P are

2The commonly claimed focal lengths on the order of 20 mm are the values converted to the equivalent
of a full-frame camera sensor instead of the true physical values.
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the physical sizes and pixel resolution of the sensor pixel array on the X-axis respectively.

The interesting question arises as to whether Dip or Dil is the main enabling factor

of this side channel. Note that f
d
is very small since the camera-scene distance is usually

larger than 10 cm. In light of this, we hypothesize Dil is the dominant factor assuming Ap

and Al, which cannot be measured directly, are on the same order of magnitude. We then

verify our hypothesis experimentally by recording videos while preventing and allowing lens

movements using a magnet. Figure 4.4 shows the significantly higher pixel displacement

magnitudes when the lens is free to move under a 200 Hz sound wave. With a small distance

d of 10 cm, we observed Dip < 1px and Dil ≈ 8px, which translates to Ap < 63 µm and

Al ≈ 22 µm. We thus ascertain that the lens movement is the main cause of the noticeable

pixel displacements in the images. In other words, the movable lenses act as motion signal

amplifiers compared to those cameras that can only move with the smartphone body. In light

of this finding, we model the displacement as a function of the lens movement as

Di ≈ Dil = (1 +
f

d
)
Al

H
P (4.3)

4.4.2 Rolling Shutter Modulation

As pointed out in Section 4.3.3, multi-DoF motions of the lens will mainly cause translation

and scaling 2D transformations in the image domain. With a rolling shutter, transformations

caused by multiple motions will be combined into one image frame because of the row-wise

sampling scheme, and consequently produce wobble patterns that can be viewed as the

outcome of modulating vibration signals onto the image rows. Furthermore, motion blurs

exist due to the finite (namely, not infinitely small) exposure time of each row. For example,

Figure 4.5 (b) and (c) show the simulated rolling shutter image (250×250) with an exposure

time of 1 ms when 500 Hz sinusoidal motion signals on the X and Z axis are modulated onto

the image in Figure 4.5 (a) respectively. In light of these observations, we model the limits

of acoustic signal recovery.

4.4.2.1 Imaging Process

We can model the imaging process of each row in a frame as a linear process where the

final (row) image is the summation of different views that are 2D transformations of the

original/initial view within the exposure time. The summation is actually the accumulation

of photons on the CMOS imaging sensors. Consider frames of size M rows, N columns,

and the simplest case where the motion only results in a uni-axis translation transformation

on the column direction (X axis). We denote the i-th row of the initial view as a column
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Figure 4.5: The simulated rolling shutter images under a 500 Hz sound wave and the ex-
tracted signals with diffusion-based image registration. (a) The original scene. (b, c) The
scenes with X and Z-axis motions respectively. (b/c1,2) The X and Y-direction displacement
fields. (b/c3,4) The time domain signals computed from displacement fields with column-wise
channels. (b/c5,6) The corresponding frequency domain signals.

vector r(i), and the matrix formed by all the possible translated views of r(i) as Ri =[
... rj−1(i) rj(i) rj+1(i) ...

]
. Theoretically, Ri has an infinite number of columns as the

translation is spatially continuous. Considering a more practical discretized model, we let

j correspond to the displacement value in pixels in the image domain. For example, r−3(i)

denotes the view shifted to the reverse direction along the X-axis by 3 pixels. Allowing

negative indexing to Ri for convenience and discretizing the continuous physical time with

small steps of δ, the formation of the i-th row in the k-th image frame, which is denoted as

r̃(k, i), can then be expressed as the summation of different columns of Ri:
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r̃(k, i) =

∑n≤nend
k,i

n=nstart
k,i

Ri[:, s(nδ)]

nstart
k,i =

Tk
f +(i−1)Tr

δ

nend
k,i =

Tk
f +(i−1)Tr+Te

δ

(4.4)

where T k
f denotes the imaging start time of the frame and s(nδ) denotes the discrete motion

signal with amplitude Di (Eq. 4.3) in the image domain. Equation 4.4 shows how rolling

shutter exposure modulates the signal onto the images’ rows. The objective of the adversary

is to recover s(nδ) from r̃(k, i).

4.4.2.2 Limits of Recovery

With the modeling above, we can compute the characteristics of the recoverable signals.

Captured Signal. Signals in time intervals [nend
k,Mδ, nstart

k+1,1δ], i.e., the gap between dif-

ferent frames, cannot be recovered since no camera exposure happens then. We term this

portion as the “lost signal” and the remaining portion as the “captured signal”. We can

calculate the percentage of the captured signal

ηcap = fvMTr (4.5)

where fv is the video frame rate. Higher ηcap means the adversary can recover more infor-

mation from images.

Sample Rate & Bandwidth. For the captured signal, although the adversary wants

to infer all the transformed views and thus recover all signals in time intervals [nstart
k,i δ, nend

k,i δ],

it is impossible to know the order of these views’ appearance because the photons from all

the views are summed in the exposure time and the loss of order information is irreversible.

Without the order information, the adversary can only reformulate Equation 4.4 asr̃(k, i) = Rix(i)

x(i)j =
∑n≤nend

k,i

n=nstart
k,i

I {s(nδ) == j}
(4.6)

where x(i) is a coefficient column vector whose j-th entry x(i)j represents how many times

the translated view rj(i) appeared within the exposure time; I {·} is the indicator function.

Theoretically, with the measurable final image r̃(k, i) and the matrix Ri that can be approx-

imately constructed using a still frame, x(i) can be computed by solving the linear system

in Equation 5.3. To recover a 1D motion signal that is a function of s(nδ), the adversary

can estimate a synthetic motion data point a(i) from x(i) by taking the weighted average of
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j with respect to x(i):

a(i) =

∑
j j × x(i)j∑

j x(i)j
=

1

Te/δ

n≤nend
k,i∑

n=nstart
k,i

s(nδ) (4.7)

The adversary-measurable signal a(i) thus embeds the information of the original motion

signal.

Based on Equations 4.4 and 4.7, we can conclude that the measurable signals extracted

from the rolling shutter patterns have an effective sample rate of 1/Tr. Equation 4.7 also

shows that the sampling process from a motion-blurred image acts as a moving mean filter

whose frequency response is determined by the exposure time Te.

4.4.3 Motion Extraction Algorithm

Directly using Equation 4.7 for signal extraction faces three real-world challenges: (1) Solv-

ing the linear system of Equation 5.3 is computation-intensive. (2) The size of Ri increases

exponentially as the motion’s DoF increases. (3) Equation 5.3 is mostly underdetermined.

We thus designed a motion signal extraction algorithm based on diffusion-based image regis-

tration [223, 236]. It takes in a reference image Iref and a moving image Imov of size M ×N

(number of rows and columns, e.g., 1080× 1920), and outputs 2D displacement fields (ma-

trices) for X and Y-direction displacements respectively, i.e., DM×N
X and DM×N

Y . Figure 4.5

shows the raw displacement fields for (b) and (c). We further apply column-wise averaging

to the matrices to reduce data dimensionality as well as the impact of random noise in the

imaging process, which improves signal robustness. We assign columns to different groups

and take group-wise averages on the X and Y displacement fields respectively. We empir-

ically choose the number of groups ng to be the nearest integer to 2N/M to balance the

robustness and the details we want to preserve. After averaging, we reduce DX and DY to

4N/M 1D signals of length M (number of rows), and we term each 1D signal as a channel.

Let dir ∈ {X, Y } and ai denote the averaging column vector with its j−th entry denoted as

aij, the channels are then formally defined asCi
dir = Ddir · ai, i = 1, 2, . . . , ng

aij =
N
ng
I
{ng

N
(i− 1) < j ≤ ng

N
i
}

For the 250 × 250 images in Figure 4.5, the 4 channels and their spectrums are shown in

(b3-6) and (c3-6). When dealing with a video, i.e., a sequence of images, we use the first

frame as Iref , and concatenate consecutive frames’ channels to get the channel signals of the
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Figure 4.6: The relationship between signal amplitudes (normalized) and different factors.
(a) Amplitude increases approximately linearly with video resolution. (b) Amplitude in-
creases approximately exponentially with speaker volume. (c) Amplitude remains approxi-
mately constant as the camera-scene distance changes due to the movable lens structure.

video. We use the same notation Ci
dir to denote a video’s channels.

4.4.4 Feasibility & Attack Characterization

Camera Scene. Most smartphones have both front and rear cameras. Although some

smartphone manufacturers such as Vivo have started to equip their front cameras with

OIS [24], we focus on rear cameras in this work since more of them are equipped with

OIS and AF. The rear camera has a certain scene while imaging. The scene can affect

information recovery because their structures, textures, and distance from the camera can

modify the characteristics of the light rays entering the camera. The scene changes with

the smartphone’s placement and location. As depicted in Figure 4.1, a phone on a table

with an upward-facing rear camera often records a scene of the ceiling (”Ceiling Scene”); a

downward-facing camera on a non-opaque surface such as a glass table often records a scene

of the floor (”Floor Scene”). For simplicity we assume there are no moving objects in the

scene.

For our preliminary analysis, we use a test setup with a KRK Rokit 4 speaker and a

Google Pixel 2 phone held by a flexible glass platform on a table with the phone’s rear

camera facing downwards to simulate a Floor Scene. We use a customized video recording

app that acts as the malicious app to record in MP4 format. We first discuss the choice

of adversary-controllable camera parameters and then discuss the environmental factors in

order to characterize the envelope of the adversary’s capability.

Camera Control Parameters. The frequency response of the side channel is deter-

mined by both the mechanical subpath and the camera control parameters of the malicious
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(a) (b) (c)

(d) (e) (f)

Figure 4.7: The recovered chirp signals (50-650 Hz in 7s) with different camera control
parameters and a 30 fps frame rate. (a) Optimized parameters and 1 ms exposure time.
(b) OIS is left on. (c) EIS is left on. (d) 10 ms exposure time. (e) OIS, EIS, AF are left
on with 10 ms exposure time. (f) Recovered with the phone stock camera app without any
optimization.

app that can be optimized by the adversary. We estimate the frequency response by con-

ducting a frequency sweep test where we play the audio of a chirp from 50 to 650 Hz. We

then aim to find the optimum response for our Google Pixel 2. Figure 4.7 (a) shows the best

response where the maximum recovered chirp frequency is about 600 Hz. Specifically, we

optimize the control parameters in the following ways: (1) Disable auto-exposure and reduce

the exposure time (Section 4.4.2). (2) Disable optical and electronic image stabilization (OIS

and EIS) and auto-focus (AF). (3) Minimize video codec compression. (4) Maximize pixel

resolution. (5) Choose appropriate frame rates for each phone. Figure 4.7 (b-f) also show

the responses when optimum settings are not achieved.

Configuration Factors. Variations of configuration factors can also affect the recover-

able signals. We discuss the impact of three main factors: sound pressure, distance from the

scene, and phone orientation.

(1) Sound pressure level. Louder sounds induce larger signal amplitudes, i.e., Di in

Equation 4.3, by increasing Ep and thus Ap. Figure 4.6 (b) shows that discernible signals

appear when the SPL is larger than 60 dB. The signal amplitude increases exponentially as

the SPL increases until the lens motion approaches the stroke limit of the suspension system

around 90 dB. Such an exponential relationship agrees with our modeling in Section 4.4.1

since the SPL is a logarithmic function of Ep and Di ∝
√

Ep. It suggests the attack might

be relatively sensitive to changes in volumes. We will conduct further evaluations in Section

4.6.2.

69



(a)

(b)

(a) (b)

Figure 4.8: The waveform and spectrogram of spoken digits “zero”, “seven”, and “nine”.
(a) The original signals. (b) The recovered signals from a 3.2s video with optimized camera
parameters.

(2) Camera-scene distance. According to Equation 4.3, the camera-scene distance d has

progressively smaller impacts on Di as it increases. Figure 4.6 (c) shows that the signal

amplitude is approximately constant when the distance between the smartphone camera

and the object in the scene is larger than 30 cm. Considering that both Ceiling and Floor

Scenes often have distances much larger than 30 cm, Figure 4.6 (c) suggests this factor has

a relatively small impact on the attack capability.

(3) Phone orientation. The orientation (on the XY-plane) of the phone with respect

to the sound source changes the lens motion’s directionality. We empirically evaluate how

orientation can affect the attack by testing different orientations. We find that phone ori-

entation has a relatively small impact on the extractable acoustic information since most

cameras’ movable lenses have at least 3 DoF. The lens motions in all directions can thus be

effectively captured.

(4) Other factors. Besides the three factors above, other factors such as the phone-speaker

distance affect the recovered signal in less quantifiable ways due to the lack of descriptive

mathematical models. We will evaluate the impact of these factors in typical settings in

Section 4.6.2.

4.5 Learning The Functions of Speech

Figure 4.8 (a) and (b) show the original and recovered speech signals of a human speaking

“one”, “seven”, and “nine”. While we could detect clear tones and their dynamics with more

than doubled recoverable frequency range compared to that of smartphone motion sensor

side channels reported so far (about 250 Hz maximum)[51], the recovered speech audio is still

challenging for humans to recognize directly. We believe the reason is that the maximum

bandwidth of 600 Hz often only captures the fundamental frequency (F0) of vowels and
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g g

Figure 4.9: Our signal processing pipeline exploits the optical-acoustic side channel on smart-
phone cameras. The signal extraction stage extracts sound-induced signals from the videos
recorded on smartphones. The pre-processing stage cleans up the signals and feeds them
into the classification model, where the gender, speaker, and speech content are recognized.

voiced consonants while losing the second and third formants (F0, F1); signals from unvoiced

consonants (over 2 kHz) such as “f”, “s”, “k” will also be completely missing [60, 246].

It has been shown that an audio channel with a 1kHz bandwidth could only allow single-

word recognition rates of less than 20% by humans [192]. Furthermore, Figure 4.7 shows

certain low frequencies such as 200 Hz can generate higher frequency distortions that can

contaminate the true high-frequency signals. This suggests a human hearing system-based

attack fA is not likely to succeed. We also found existing machine-based Speech-to-Text

engines such as Google Cloud [30], IBM Watson [31], and Apple voice assistant [32] unable

to detect speech in the recovered signals. The observation motivated us to construct a more

specialized fA for estimating the information recovery limits.

4.5.1 Signal Processing Pipeline

As shown in Figure 4.9, our fA is a signal processing pipeline that consists of the following

three stages.

(1) Signal extraction. The stage implements the extraction algorithm shown in Section

4.4.3. It accepts videos collected by the malicious app and outputs 2ng (8 in the case of

1080p videos) channels of 1D signals.

(2) Pre-processing. It performs noise reduction, liveness detection, trimming, low-pass fil-

tering, and normalization of the channels. As shown in Figure 4.7, the extracted signals con-

tain non-trivial but spectral-static noise caused by different imaging and image registration

noise. We thus first apply a background noise reduction step using the spectral-subtraction

noise removal method in [196, 195]. We then conduct a channel-wise amplitude-based live-

ness detection that determines the start and end index of the contained speech signals.

Afterward, we average the start and end indices of the channels and trim them to remove

the parts without speech signals. We further apply a digital low pass filter with a cutoff

frequency of 4kHz to get rid of the remaining high-frequency disturbances caused by camera

imaging noise. Finally, we normalize the channels and pass them to the next stage.
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(3) Classification. Our classification stage implements a classification model that builds

upon the Hidden-unit Bidirectional Encoder Representations from Transformers (HuBERT)

large [122], which is introduced next.

4.5.2 Classification Model

Our HuBERT-based classification model utilizes the advantages of transfer learning, wave-

form input, and state-of-the-art performance1. The model consists of three major com-

ponents: CNN encoder, transformer, and classifier. To adopt the original HuBERT for our

purpose, we change the model by (1) modifying the CNN encoder to allow multiple waveform

channels, (2) changing the transformer dropout probability, and (3) adding a classification

layer to allow HuBERT to be used for spoken digit classification. We implement all of these

changes while preserving as much of HuBERT’s pre-training as possible to leverage the ben-

efit of transfer learning. Preserving the pre-trained weights is particularly important for the

CNN encoder because it helps avoid the vanishing gradient problem that commonly occurs

when training deep neural networks [226]. We use the weights of the first layer for each

channel of our input signal C1
X , ..., C

ng

Y and change the original dropout probability of 0.1 to

0.05 to better regularize the model for our task. We then designed and added our classifier

to process the output of the transformer. The classifier averages the non-masked discovered

hidden units and outputs label scores for each classification task. In our classification tasks,

gender, digit, and speaker output 1, 10, and 20 scores respectively, which are used to obtain

the likelihood of each label and thus the final predicted class.

The CNN encoder contains 7 CNN layers, each outputting 512 channels. The first CNN

layer inputs a single channel while the remaining layers input 512 channels. Since our input

signal, C1
X , ...C

ng

X , C1
Y , ..., C

ng

Y , consists of multiple waveforms, the CNN encoder is modified

accordingly, using all the input channels to discover utterances Y1, Y2, ..., Ym. The transformer

contains 24 blocks, an embedding size of 1024, and 16 attention heads, which amounts to

317 million trainable parameters. The generated hidden units output by the model can be

used for a variety of speech recognition tasks. In the case of classification, the final classifier

layer averages the non-masked discovered hidden units Z1, Z2, ..., Zm and outputs label scores

for each classification task. We use cross entropy as the objective function for our binary

and multi-class classification tasks during training. In hyperparameter tuning, we discovered

that the initial learning rate of 1e-4 and a scheduler decaying it every 4 epochs by a factor

of 0.8 delivers optimal results.
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4.6 Evaluation

To gauge the general capability of the optical-acoustic side channel, we carry out evaluations

on a spoken digit dataset used in previous work of smartphone motion sensors acoustic side

channel [51]. We first evaluate the structure-borne side channel’s performance in shared-

surface and different-surface scenarios separately using a Google Pixel 2 to investigate the

impact of different structures and structure organizations, and then compare the performance

between different phone models. For evaluation metrics, we provide both common speech

audio quality metrics including NIST-SNR and Short-Time Objective Intelligibility (STOI),

and accuracies of our specialized classification model. The former measures how good the

extracted audio signals are and are used in major previous works of acoustic recovery &

eavesdropping [178, 179, 177, 85, 150]. The latter measures how well information labels are

extracted from audio signals to quantify the limits of information recovery. We found the

two systems of metrics generally agree with each other as we observed correlation scores of

0.72 and 0.80 between our model’s digit classification accuracies and NIST-SNR and STOI

respectively with our evaluation data.

4.6.1 Evaluation Setup

Dataset & Classification Tasks. The dataset is a subset of the AudioMNIST dataset3

[57] and contains 10,000 samples of signal-digit utterances (digit 0-9) from 10 males and 10

females. We perform three classification tasks, namely speaker gender recognition, speaker

identity recognition, and speaker-independent digit recognition. These three tasks corre-

spond to the three levels of information recovery in Section 6.3.1.1 with |L| = 2, 20, 10

respectively. Since all data labels for each task are equally likely in the dataset, the classifi-

cation accuracies then serve as a statistical indication of AdvA.

Experimental Setup & Data Collection. As our baseline setup, we place the smart-

phones and a KRK Classic 5 speaker side by side on a glass desk (Floor Scene). The speaker

volume measures 85 dB SPL at 1 m [218]. The impact of smaller volumes including normal

conversation volumes will be discussed in Section 4.6.2. For each evaluation case, we collect

the whole 10k samples in our dataset using Python automation. We randomize the order of

collected samples to avoid biased results due to unknown temporal factors. All phones use

an exposure time of 1 ms.

Training & Classification Metric. To train the HuBERT large model for classifica-

tion, we randomly split the 10k-sample dataset into training, validation, and test sets with

70%, 15%, and 15% splits, respectively. For each device or scenario evaluation, we train 3

3https://github.com/soerenab/AudioMNIST
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Table 4.1: Performance in shared-surface scenarios

Scenario Case
Avg.
SNR

Avg.
STOI

G
(%)

S
(%)

D
(%)

Scene
Floor Scene 1 18 0.51 99.87 91.02 79.69
Floor Scene 2 13 0.48 99.54 83.85 70.05
Ceiling Scene 9 0.38 99.87 86.27 67.64

Volume

85 dB 18 0.51 99.87 91.02 79.69
75 dB 11 0.44 99.80 89.13 76.95
65 dB 4 0.18 98.83 76.11 68.16
55 dB 2.4 0.13 80.27 34.77 27.67
45 dB 2.3 0.15 54.49 8.92 13.28
35 dB 2.3 0.14 54.23 6.84 15.95

Glass
Desk,

Distance,
Volume

10 cm, 85 dB 9 0.38 99.87 86.27 67.64
10 cm, 65 dB 1.9 0.25 81.25 37.17 32.03
110 cm, 85 dB 9.3 0.35 99.74 84.24 64.13
110 cm, 65 dB 1.8 0.32 81.12 36 31.12

Wooden
Desk,

Distance,
Volume

10 cm, 85 dB 4.4 0.19 98.37 73.11 57.55
10 cm, 65 dB 1.8 0.25 60.29 13.22 17.25
130 cm, 85 dB 5.2 0.22 99.48 83.59 69.53
130 cm, 65 dB 1.8 0.21 75.2 30.08 28.26

Wooden
CR TBL,
Distance,
Volume

10 cm, 85 dB 8.8 0.33 99.02 79.82 66.6
10 cm, 65 dB 2.4 0.19 76.76 42.58 32.49
200 cm, 65 dB 2.3 0.19 70.75 33.53 26.43
300 cm, 65 dB 2.6 0.19 83.2 41.86 30.99

TBL - Table, CR - Conference room, G - Gender, S - Speaker, D - Digit

HuBERT large models, one for each classification task. We trained all the models from the

original pre-trained HuBERT large to allow for better comparison and used the same test set

for final evaluations of all the models, where we report classification accuracies on the test

set. The validation set is used for hyperparameter tuning and final model selection. During

training, the model with the highest Receiver Operating Characteristic Area Under Curve

(ROC-AUC) score is selected as the final model.

NIST-SNR and STOI. NIST-SNR [5] (referred to as SNR hereafter) measures the

speech-to-noise ratio by calculating the logarithmic ratio between the estimated speech signal

power and the noise power. A higher SNR score indicates better signal quality. STOI [219] is

a widely used intelligibility metric. A higher STOI score indicates the speech audio is more

comprehensible to humans. For all evaluation cases, we measure the SNR and STOI over

the 1536-sample test set to make it comparable to the classification accuracies reported. We

also utilize SNR and STOI to measure signal quality in certain test cases that do not present
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Figure 4.10: The three scenes evaluated.

a unique evaluation dimension by using a 100-sample signal testing subset consisting of 100

speech samples randomly sampled from the test set. In comparison to a full evaluation case,

using the signal testing subset allows us to assess signal quality in a large number of different

test cases in an efficient way. According to the sample size selection guideline from NIST [1],

a sample size of 100 allows us to estimate the change in the average SNR and STOI scores

with a 99% confidence level at a resolution of 0.5 times the standard deviation of the test

set population’s scores. With all the evaluation data we collected, this gives us a resolution

of about 1.6 for SNR and 0.1 for STOI.

4.6.2 Shared-surface Scenarios

Shared-surface scenarios include the phones and speakers on the same surface, usually a

table. In different scenarios, the quality of the recovered signals varies with configuration

changes as shown in Section 4.4.4. We first study the impact of camera scenes and speaker

volumes individually, and then investigate several representative scenarios that incorporate

different combinations of the key factors of surface structure and phone-speaker distance.

Camera Scene. Table 4.1 shows the classification results under three scenes as shown

in Figure 4.10. The first scene (Floor Scene 1) is with a downward-facing camera on the

glass desk imaging the floor covered by a carpet. The second scene (Floor Scene 2) uses the

same table and downward-facing camera but contains a different carpet on the floor. The

third scene (Ceiling Scene) is with the camera upward-facing on the same table imaging the

ceiling. Floor Scene 1 produces the highest accuracies in all three classification tasks, which

we believe is due to the following reasons. First, the carpet in Floor Scene 1 has a lighter

color than the carpet in Floor Scene 2, enabling more photons to be reflected and enter the

camera and thus increasing the signal-to-noise ratio. Second, the image scene of Floor Scene
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Table 4.2: Performance with different speaker devices

Speaker Device
Avg.
SNR

Avg.
STOI

Gender
(%)

Speaker
(%)

Digit
(%)

KRK Classic 5 18 0.51 99.87 91.02 79.69
Logitech Z213 18 0.44 99.09 88.8 77.67
Laptop G9-593 3.3 0.12 94.92 57.03 36.78
Samsung S20+ 6.4 0.15 89.00 53.91 32.36

1 has larger contrast than that of the Ceiling Scene due to the more abundant textures of

the carpet compared to the ceiling.

Volume. Different speaker volumes represent different daily scenarios. Figure 4.6 (b)

shows that the speaker volume has a strong impact on the signal amplitude. We found,

however, the sharp decrease in signal amplitude does not lead to a proportional decrease in

the classification accuracies. Table 4.1 shows the result with 4 typical conversation volumes

and 2 whisper/background volumes: 85, 75, 65, 55, 45, and 35 dB often represent shout-

ing, loud conversation, normal conversation, quiet conversation, whisper, and background

noise respectively [29]. The results indicate that for volumes of 55 dB and above, the fA

designed still has a significant advantage over a random-guess adversary, demonstrating the

side channel’s effectiveness in quiet conversation volumes. The accuracies appear to be in

the random-guess range at 45 and 35 dB.

Surfaces Structure and Phone-speaker Distance. Besides the glass desk, we eval-

uated a wooden desk in the same office and a 3m-long wooden conference room table. The

Ceiling Scene was used for this set of evaluations. Table 4.1 shows the results with two dif-

ferent distances on the wooden and glass desks at 85 and 65 dB. The first distance is 10 cm

and represents the scenario of placing the phone right beside the speaker; the other distance

is the maximum achievable distance on each table (110 and 130 cm) by placing the phone

on one edge and the speaker on the other edge, as shown in Figure 4.11. With the glass

desk, a 3% decrease was observed for digit recognition when the distance increases from 10

cm to 110 cm. For the wooden table, the accuracies increased when the distance increased

from 10 cm to 130 cm. Although this may seem counterintuitive at first, a closer look at the

desks’ mechanical structures suggests it is due to the smaller effective thickness on the edge

of the table. At 65 dB, the glass and wooden desks show larger drops in accuracies than

those in the volume experiments, which we believe is due to the ceiling scene having a more

uniform color spectrum compared to Floor Scene 1, making smaller vibration amplitudes a

more significant factor on classifier performance.

To further evaluate the side channel’s robustness with larger phone-speaker distances, we
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Figure 4.11: Setups of glass and wooden desks with the camera facing the ceiling. From
the left. (a) 10 cm phone-speaker distance (b) 110 cm phone-speaker distance (c) 10 cm
phone-speaker distance (d) 130 cm phone-speaker distance.

conducted experiments with a 3m-long wooden conference room table. As shown in Table

4.1, the classifiers’ accuracies remain larger than random-guess accuracies, indicating the

side channel’s effectiveness at distances larger than 100 cm at normal conversation volumes.

Speaker Device. To uncover the potential impact of speaker devices on the side channel,

we tested 4 different speaker devices including two standalone speakers (KRK Classic 5

and Logitech Z213), a laptop speaker (Acer Laptop G9-593), and a smartphone speaker

(Samsung S20+). Table 4.2 shows that all 4 speaker devices allow for performance better

than a random-guess adversary. We found even smaller internal speakers of portable devices

including the laptop speaker vibrating a nearby phone’s camera and the Samsung S20+’s

speaker vibrating its own onboard camera could induce discernible signals. The variation in

accuracies over the 4 devices is mainly due to the different maximum output volumes they

can achieve; while the KRK Classic 5 and the Logitech Z213 speakers can output 85 and

75 dB respectively, the Laptop G9-593 and Samsung S20+ speakers are limited to 60 dB

output.

Additional Objects on Surface. Thus far, most experiments were conducted with the

speaker and the phone as the only objects present on the surface. Theoretically, the presence

of additional objects on the surfaces propagating sound waves will only have a small impact

on the side channel because structure-borne sound vibrates the entire structures which are

often much heavier than the objects on the surfaces. To further investigate this factor, we

conducted experiments with a daily occurring scenario of a cluttered desk with a varying

set of common objects placed on the desk including a speaker, a laptop, a monitor, and

a printer. Despite the slight change in SNR and STOI scores, full evaluations of the least

and most cluttered scenarios reported similar classification accuracies: the least cluttered

77



Table 4.3: Performance in different-surface scenarios

Scenario
Avg.
SNR

Avg.
STOI

G
(%)

S
(%)

D
(%)

Monitor Stand 85 dB 11 0.45 99.09 80.53 60.42
Monitor Stand 65 dB 2.6 0.09 84.05 42.32 32.1
Two Desks 85 dB 2.6 0.08 75.72 19.6 14.26
Two Rooms 85 dB 2.3 0.06 66.93 15.17 15.17
Shirt Pocket 85 dB 2.5 0.19 95.9 66.37 45.7
Bag Pocket 85 dB 4.1 0.23 93.1 40.1 55.34

G - Gender, S - Speaker, D - Digit

scenario achieved 94.86%, 70.44%, and 50.98% for gender, speaker, and digit classification

accuracy respectively while the most cluttered desk scenario achieved 91.41%, 69.27%, and

56.25%. The results suggest cluttered surfaces with heavy objects allow for similar side

channel performance.

4.6.3 Different-surface Scenarios

We evaluated several different-surface scenarios including (1) the speaker on the desk and

the phone on the desk’s monitor stand; (2) the speaker on the floor and the phone in the

pocket of a shirt and a backpack worn by a mannequin; (3) the speaker and phone on

different desks; (4) the speaker and phone in separate rooms. Table 4.3 indicates the side

channel’s performance over a random-guess adversary in these scenarios. With the exception

of monitor stand experiments, we believe the decrease in performance can be attributed to

the fact that the same speaker energy Es now vibrates structures of much larger weight and

stiffness (in this case the concrete floor) as opposed to a wooden floor structure [253] or

wooden/glass surface. This makes it more difficult to create oscillation of structures with

larger amplitudes to produce higher SNR. Additional causes of performance degradation

could be due to the contact point between the desk, the mannequin’s foot, and the transfer

medium, i.e., the floor, moving relative to each other and causing frictional losses of the

vibration energy Es and thus also result in a lower SNR.

4.6.4 Different Smartphones

To evaluate the capability and robustness of our side channel on different phones, we analyzed

the classification accuracies of 10 phones in the Floor Scene 1 setup. Table 4.4 shows the

results from three smartphone families, namely the Google Pixel, Samsung Galaxy, and
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Table 4.4: Performance with different smartphone models

Device
Avg.
SNR

Avg.
STOI

Gender
(%)

Speaker
(%)

Digit
(%)

Pixel 1 18 0.46 99.61 81.84 69.53
Pixel 2 18 0.51 99.87 91.02 79.69
Pixel 3 17 0.49 99.67 91.28 80.66
Pixel 5 22 0.49 99.48 84.51 70.25

Samsung S7 21 0.49 99.54 82.94 66.08
Samsung S8+ 17 0.45 99.61 79.30 57.29
Samsung S20+ 22 0.49 99.80 83.92 61.07

iPhone 7 28 0.53 99.87 85.09 65.23
iPhone 8+ 26 0.50 99.41 81.64 66.67

iPhone 12 Pro 28 0.52 99.22 76.56 62.30

Apple iPhone. We also show the estimated recoverable frequency ranges, the rear camera

modules, and their key characteristics in [163]. To measure the key characteristics, we

generate a 200 Hz tone for 3 seconds. We then find 1/Tr by changing it to align the recovered

signal with 200 Hz. With 1/Tr, we calculate ηcap according to Equation 4.5. We further

measure ηcap by dividing the length of the recovered tone by 3 seconds. The measured and

calculated ηcap match well with each other which shows the correctness of our modeling.

We used 30 fps for the Android phones because that is what most Android manufacturers

currently provide to 3rd party apps while iPhone used 60 fps.

As shown in Table 4.4, the Google Pixel phones generate the highest accuracies for all

three classification tasks. The iPhones generate slightly better results than Samsung phones.

Samsung S8+ generated the worst accuracies. We notice the videos of Samsung S8+ suffer

from missing frames potentially due to internal processing issues. We observe that ηcap has

the strongest correlation where lower ηcap provides the adversary with less information and

consequently lower accuracies. We also notice that there exists a trend of newer camera

modules having lower Tr, i.e., higher rolling shutter frequency, and thus lower ηcap. The

question of this trend being usable as a mitigation technique is further analyzed in section

4.7. All the phones we tested achieved at least 99.22%, 76.56%, and 61.07% accuracies

on gender, speaker, and digit recognition respectively. This suggests that the adversary is

able to perform successful side channel attacks with high AdvA (Section 6.3.1.1) on a large

portion of phones available on the market at the time of writing.

Multi-device Scalability. To investigate the feasibility of cross-device attacks, we

conducted four multi-device studies: (1) with the most recent phones from the three phone

families (2) the four models of the Pixel family (3) the three models of the Samsung family
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(4) the three models of the iPhone family. As shown in [163], most cross-device cases

show advantages over a random-guess adversary, demonstrating the existence of common

information across different phone models. It is worth noting that when the classification

model is trained on Pixel 5 and iPhone 12 Pro and tested on Samsung S20+, the accuracies for

gender and digit recognition (highlighted in green in Table X of [163]) are higher than training

on S20+ itself. Similarities in recovered signals across different models are determined by

various sources, such as similar image sensors, rolling shutter frequencies, and image signal

processing units (ISPs). For example, Samsung S7 and Pixel 1 have the same rolling shutter

frequency and very similar ISP and processor. In contrast to the IMX260 sensor used in

Samsung S7, the IMX378 sensor used in Pixel 1 does not support OIS [37]. The results

suggest our side channel has the potential to be generalized for unseen devices, especially

when the adversary trains with data from smartphone models with similar camera systems.

The bolded numbers in [163] indicate there is often no accuracy loss in testing on a specific

phone when data from other phones are added to the training set. When training on all

three or four phones and testing on a specific phone, the accuracies are almost ubiquitously

better than or similar to training on that phone alone. This suggests our classification model

is capable of representing data distribution from multiple phone models with minimal to no

information loss.

4.7 Mitigation

This section analyzes immediate countermeasures that may be carried out by users and more

informed protections for manufacturers that aim to secure future camera devices.

4.7.1 User-based Countermeasures

Lower-quality Cameras. Users can use lower-quality cameras to limit information embed-

ded in videos by reducing video resolution and frame rate. However, these measures cannot

degrade eavesdropping performance without significantly sacrificing overall video quality.

Figure 4.6 (a) shows that reducing video resolution from 1080 × 1920 to 480 × 640 reduces

the signal amplitude by about 60%. However, Figure 4.6 (b) and Table 4.1 show that when

the volume decreases by 10 dB, the signal amplitude decreases by about 75% which only

reduced digit classification accuracy from 79.69% to 76.95%.

Phones Away From Speakers. A straightforward yet effective approach for privacy-

aware users is to place phones away from electronic speakers. As shown in Table 4.3, removing

phones from the same surface as the speaker immediately reduces attack performance.
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Adding Dampening Materials. Another possible method is to add vibration-isolation

dampening materials between the phone and the surface in the hope to lower k0 in Equation

4.2. Using the evaluation baseline setup and Pixel 2, we tested specialized vibration reduction

mats made of visco-elastic polyurethane [39] with varying degrees of hardness. Three mats

were used with common type OO durometers of 30, 50, and 70[27]. Our tests show the

three materials produced similar effects in mitigating our attack (Table 4.3). A classification

evaluation shows adding such dampening materials reduced digit classification accuracies by

14.33% (Table 4.6).

4.7.2 Camera Design Improvement

Fundamentally, the side channel arises because of movable lenses that modulate smartphone

motion onto video streams and rolling shutters that increase the available sample rate of

adversarial signal recovery. We thus investigate the possible ways to mitigate these two

sub-problems from the perspective of future camera designs.

4.7.2.1 Rolling Shutter Mitigation

Besides a plain approach of replacing rolling shutters with global shutters, we identify two

methods to tackle the problem by increasing rolling shutter frequencies or adding random-

ization.

Higher Rolling Shutter Frequency. As mentioned in Section 4.6.4, we observed a

trend of higher rolling shutter frequencies in newer camera sensors. We believe this trend

shows camera designers’ intention to approximate global shutters, which also led to lower

attack performance as a byproduct. It is thus worth investigating the effectiveness of utilizing

this trend as a defense. Basically, higher rolling shutter frequencies reduce the amount of

intra-frame motion signals captured by adversaries (Section 4.4.2). We generated model-

based predictions1 of the side channel adversary’s success with increasing rolling shutter

frequencies and used the evaluation samples of Pixel 2 as the baseline.

Table 4.5 shows the tested ηcap, the required rolling shutter frequency, and the classifi-

cation accuracies. The result suggests that further increasing the sample rate does reduce

classification accuracies, but the adversary still has a large advantage over random-guess

adversaries even if they can only recover 0.1% of the signals at 32,400 kHz. Furthermore,

the accuracy decay sees an asymptotic trend, suggesting a potential lower bound of the

accuracies even when the sample rate approaches infinite. We believe this lower bound is

posed by the inter-frame information retained. In other words, adversaries may recover a

large amount of information even from a global shutter camera just by measuring variations
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Table 4.5: Recognition accuracy with different ηcap

ηcap (%)
Sample Rate

(kHz)
Gender
(%)

Speaker
(%)

Digit
(%)

95 34 99.87 91.02 79.69
50 65 99.54 80.86 59.77
10 324 95.51 68.55 50.59
5 648 93.29 62.89 48.89
1 3,240 86.78 48.37 41.21
0.5 6,480 86.85 43.88 38.87
0.1 32,400 83.20 42.25 38.54

between frames.

Random-coded Rolling Shutter. If higher rolling shutter frequencies cannot be

achieved, another method is to scramble the intra-frame signals by randomly mapping s(nδ)

to a(i) in Equation 4.7. Simply put, we can potentially randomize the order of each row’s

exposure and readout within each frame. This method only has a small impact on video

quality because it only affects rolling shutter patterns in the videos which are already con-

sidered as distortions. Our simulation shows random-coded rolling shutter is able to produce

defense effectiveness as good as increasing the rolling shutter frequency from 34 to about 100

kHz for Pixel 2. We conjecture this is because the intra-frame motion signals are only scram-

bled instead of completely removed and our classification model is able to utilize statistical

information (e.g., max/min/mean) of the scrambled signals.

To implement random-coded rolling shutters, the address generator (Figure 4.3) needs

to output randomly ordered instead of sequential addresses. Existing research shows man-

ufacturers can already make the address generator output designated control sequences by

changing camera firmware [112, 212]. The remaining cost of implementation is for adding a

random number generator (RNG) that communicates with the address generator. In fact,

imaging sensors themselves are a good source of entropy and have been already used in

research and industry for generating true random numbers [258, 153, 8].

4.7.2.2 Lens Movement Mitigation

Our experiments show that addressing problems caused by rolling shutters alone cannot

eliminate the threats due to the upper bound of protection effectiveness posed by the inter-

frame motion information that still resides in the videos. It appears that the main cause of

this side channel is the design flaw in existing smartphone camera sensors that leaves the lens

dangling and free to move in the lens suspension system. Below, we propose two possible
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Table 4.6: Effectiveness of single and combined defenses

Defense
Gender
(%)

Speaker
(%)

Digit
(%)

None (Baseline) 99.87 91.02 79.69
1 Rubber Mat Dampening 98.64 80.11 65.36

2 Higher RS Freq. (648 kHz) 93.29 62.89 48.89
3 Random-coded RS 98.18 76.56 60.22

1 + 2 75.65 43.88 33.14
1 + 3 72.66 46.03 37.63

4 Tough Spring/Lens Locking 65.23 16.73 16.67
2 + 4 53.91 8.66 16.73
3 + 4 54.36 8.46 13.93

methodologies in an attempt to mitigate this.

Tougher Springs. Our signal path modeling reveals that increasing the elastic force of

the lens suspension springs (cl in Equation 4.2) makes it more difficult for sound waves to

vibrate the lens. There are several possible modifications designers can make to achieve this

as suggested by the model of smartphone camera lens voice coil motor (VCM) systems [74]:S = R
V 2 ·

(
Fe−ffric −xcl−mg

m

)2
Fe = NilwBg = N V A

ρL
lwBg

S is the VCM’s sensitivity that designers want to optimize; Fe is the electromagnetic actu-

ation force; x is the lens displacement. To keep S the same so that users do not experience

degradation in camera functionality and usability, we identify the following straightforward

ways to compensate for the impact of higher cl along with their costs. (1) Increase the

number of coil windings N , the coil length lw, or coil area A. This will increase the size of

the camera modules. (2) Increase the magnetic flux density Bg by using better permanent

magnet materials. This will add to the budget. Other parameters such as coil voltage V and

resistance R may also be adjusted but can lead to higher camera power consumption. While

different camera products are subjected to specific manufacturing constraints, we believe our

analysis above provides a starting point that designers can consider.

Lens Locking. We envision the ultimate solution to the lens movement problem is to

have a locking mechanism that completely prevents lenses from moving when they are not

supposed to. Such a mechanism may be achieved by adding controllable pillars around the

lens. The pillars contract when OIS and AF are enabled to make space for lens movement

and expand to fix the lens in place otherwise.

Simulation of Effectiveness. To demonstrate the potential of these solutions, we
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simulated tougher springs and lens locking by using an external magnet to prevent the

lens from moving in the same way as Section 4.4.1. The decreasing attack accuracies are

shown in Table 4.6. The remaining non-random classification accuracies are likely due to a

combination of (1) the residual lens movements that the magnet cannot completely remove,

and (2) the tiny movements of the smartphone body. Finally, combining multiple methods

of defense can further bring attack performance down to the random-guess range as shown

in Table 4.6.

4.8 Conclusion

This chapter provides evidence that besides very explicit factors such as resolution and sen-

sitivity, other implicit factors in the underlying physical construction of the sensors also

contribute to the increase of ssec ∩ (sint ∪ sside), invalidating KR1. The investigation of

possible mitigations shows that while it is not feasible to directly remove the complex struc-

tures creating side channels due to their useful benign functionalities, there exist systematic

ways to reduce the leakage by improving existing designs such as applying randomness to

the sensing process.
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CHAPTER 5

Information Leakage due to Unprotected

Sensor Data Transmission

5.1 Overview

In a sensing system, dsensor (Equation 2.1) needs to be further collected, parsed, and dis-

tributed to downstream hardware components. As mentioned, there is no encryption in this

process. This implies that if someone can eavesdrop on the plain data, they should be able to

partially recover the secret information. Investigating hypothesis H2 in the camera sensing

settings, this chapter shows how the unprotected transmission between different parts of a

camera system, specifically the CMOS imagers and downstream processors such as Graphics

Processing Units (GPUs) produces physical electromagnetic side channel leakage that can be

picked up by external adversaries using radio antenna to reconstruct the confidential camera

inputs in real-time [162].

5.2 Threats of Camera Data Leakage

Cameras, being one of the highest-entropy sensors, are becoming omnipresent even in private

spaces. Recent advances in the miniaturization of semiconductor electronics have spurred

the wide integration of cameras into various embedded and mobile systems ranging from

smartphones to IoT gadgets such as smart locks and home monitors. For smart home se-

curity cameras alone, the number of families owning such devices is predicted to grow from

99 million to 180 million between 2023 and 2027 [215]. Given the near-universal adoption

of embedded cameras and the critical information they could capture such as the private

activities and personnel information in offices and households, it is imperative to prevent

unauthorized access to camera data. While previous research examined the data eavesdrop-

ping vulnerabilities in networked IP cameras’ software stack [41, 156, 118, 221], the hardware
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Figure 5.1: Embedded cameras leak EM signals in operation, allowing eavesdroppers to
visually spy on private spaces by reconstructing camera images.

design of these embedded camera devices has not been scrutinized yet. To understand the

threats more thoroughly, our work investigates a new dimension of the problem by asking

how may adversaries eavesdrop on camera data by exploiting the side-channel byproducts

generated by the cameras’ physical operations?

Our work draws inspiration from recent works showing that embedded cameras’ elec-

tromagnetic (EM) emissions allow people to detect the presence of cameras [160, 251, 200].

While these works simply use the existence of EM emissions as an on/off indicator of camera

operations, essentially extracting a single bit of information, our work further investigates

how much information of camera data is leaked from such EM emissions1, and how adver-

saries can eavesdrop on the camera image streams by reconstructing synthesized images from

the EM signals. Through experiments with the open-source Raspberry Pi camera, one of

the most used embedded camera prototyping platforms, we observe highly predictable cor-

relations between the EM emission patterns and the camera image contents. Nevertheless,

mapping the 1D EM signals to 2D images is conceptually challenging without further knowl-

edge of the EM generation process. Our investigations unveil that the primary EM leakage

source is the digital image data transmission interface between the image sensor chips and

the downstream image processing components. We carry out a detailed analysis of the phys-

ical layer of the embedded camera’s data transmission interface. We find that RAW sensor

data represented in bits are transmitted in a deterministic way following a frame-by-frame,

row-by-row, and column-by-column order. By understanding the serialized data transmis-

sion scheme and reverse-engineering the transmission parameters, adversaries can directly

generate eavesdropped image streams in real-time using portable equipment including an

antenna, a software-defined radio receiver, and a laptop.

Despite the ability of direct image reconstructions, our experiments reveal additional

challenges that limit adversaries’ capability of retrieving intelligible information from the re-

1Demo and tutorial are available at https://emeyeattack.github.io/Website/
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Figure 5.2: The typical architecture of embedded camera systems.

constructions. For example, the eavesdropped images suffer from loss of colors and incorrect

gray-scale values, as well as significant noise that causes degradation of image quality. We

thus develop a model to characterize the physical leakage process of digital image transmis-

sion and analyze the root cause of these distortions. Our analysis shows that the limited

EM signal bandwidths that could be afforded by adversaries in practical settings cause irre-

versible loss of image data structures in the EM signals, which then manifests itself as very

structured distortions in the reconstructions. An adversary aiming to get a high-quality

image then faces the challenge of partially recovering the data structures by leveraging their

prior knowledge of the physical leakage process. To explore to what extent an adversary can

achieve this, we develop an enhanced eavesdropping pipeline to strategically combine avail-

able EM signals and infer high-quality images using a supervised image-to-image translation

network that learns the structured mappings between original and distorted images. We find

the pipeline capable of removing most distortions, recovering authentic gray-scale images,

and even producing colored images that well-approximate the camera scenes.

To examine the scope of EM Eye’s risks, we conducted experiments with popular IoT

camera development platforms including Raspberry Pi 3B+/4B, Nvidia Jetson Nano, Asus

Tinkerboard 2S, and 12 commercial-off-of-the-shelf (COTS) devices with embedded cameras.

With middle-end EM receiving equipment, our evaluations show that smartphone camera

EM emissions could be received from up to 30 cm away, allowing adversaries to install low-

profile hidden antennas to eavesdrop on smartphone photography. Dash cams and smart

home cameras could be eavesdropped on from up to 5 m away, allowing adversaries to spy on

physically-isolated spaces such as the interiors of cars, households, and offices through doors

and walls as shown in Fig. 5.1. Our investigation of camera EM side-channel further uncovers

the underlying physical vulnerability of unprotected image data baseband transmission. We

note that this vulnerability is also shared by the well-known TEMPEST and acoustic side-

channel eavesdropping attacks against computer displays. Despite the past 40 years of

computer display eavesdropping research, our work shows that there still exists a semantic

gap between the understanding of TEMPEST vulnerabilities and how modern sensors process

and transmit data. Finally, we analyze how to protect embedded cameras by improving
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the data transmission protocols and discuss how future adversaries may apply the same

eavesdropping methodology to other types of sensor data.

5.2.1 Related Work

Computer Display Side-channel Eavesdropping. It has been widely acknowledged

that computer displays generate side-channel leakages in operation that allow adversaries

to eavesdrop on the displayed contents. The most known research is TEMPEST attacks

where EM leakage is used to reconstruct computer screens. Following the first work by Wim

van Eck in 1985 [234] that proved the feasibility of reconstructing video display contents

using non-military commercial-grade equipment, extensive research has been carried out

over the last 40 years. Some notable works include Markus Kuhn’s efforts to develop low-

cost techniques to eavesdrop on analog CRT [143] and digital LCD flat panel displays [145].

While earlier works only investigated standalone computer display units which often generate

stronger EM emissions, Hayashi et al. showed it is possible to eavesdrop on smaller tablet

and laptop screens from 2m away [116]. Recently, Liu et al. [159] extended this attack to

smartphone displays. However, due to the very weak EM emissions generated by the small

smartphone circuits, the researchers had to use machine learning classifiers to recognize the

humanly-unintelligible reconstructions at a distance of 1 cm. Besides EM emissions, Genkin

et al. [106] showed that acoustic side-channel signals generated by computer display circuits

when processing different pixel data also allow adversaries to detect screen contents using

machine learning classifiers. In all these works, texts on screens have been the sole target of

eavesdropping.

Cameras work in similar ways as computer displays in that they both have to transmit

streams of 2D images in a serialized manner. Our work shows that a more fundamental

analysis framework for 2D digital image transmission leakage can be developed to model

and generalize these attacks. Compared to previous works, our research bridges the gap

between such information leakage mechanisms and a broad range of emerging sensor systems.

From the standpoint of technical advances, this work shows that the camera image contents

are significantly more complex and diverse than those of computer displays, causing new

challenges such as light gradient distortions that increase the difficulty of using existing

TEMPEST techniques to reconstruct high-quality recognizable images. We thus design and

apply new computational techniques to address these unique challenges.

IP Camera Hijacking & Sniffing. With a similar purpose of accessing the outputs of

unauthorized cameras, several works have found that networked IP cameras can be hijacked

or sniffed by adversaries when there exist vulnerabilities in the network configurations. For
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example, Abdalla et al. showed that many cameras use default passwords and unencrypted

communications [41]. Ling et al. demonstrated the feasibility of performing an online brute-

force attack to uncover IP camera’s password because many cameras only have only four-

digits long passwords [156]. Herodotou et al. found that a generic camera module used by

many spy camera manufacturers can be controlled by adversaries over the internet as long

as the serial number of the camera is known [118]. Tekeoglu et al. successfully reconstructed

253 JPEG images from about 20 hours of video track by sniffing an IP camera’s unencrypted

network traffic [221]. While these works show the feasibility of eavesdropping on IP cameras

when there exist software vulnerabilities, our work explores the complementary aspect of

physical vulnerabilities of camera designs. This allows an adversary to eavesdrop on not

only networked cameras but also locally-operated cameras as well as systems with strong

software security such as smartphones and home security devices.

Camera Electromagnetic Leakage. This work builds upon the main hypothesis that

the EM leakage of cameras is correlated with camera contents and can be used to infer or

even reconstruct camera outputs. This hypothesis is motivated by recent research discoveries

of the EM characteristics of embedded cameras. Several works have shown that smartphone

cameras and hidden spy cameras produce EM emissions when they are turned on, allowing

people to detect forbidden malicious operations of these cameras [251, 160, 200]. Essentially,

these works only extract a single bit of entropy (on/off) from camera EM emissions. It also

remains unclear how the EM emissions are generated by cameras. In the opposite direction,

Jiang et al. [131] demonstrate the feasibility of injecting EM interference to partially control

CMOS camera’s outputs with an image row-level granularity; Köhler et al. [141] demonstrate

a pixel-level injection granularity with Charge-Coupled Device (CCD) cameras which are less

common in modern consumer electronics. Their results suggest there is significantly more

entropy embedded in camera EM characteristics that can be harvested. Building upon these

insights, our work seeks to characterize the feasibility, causality, and limits of eavesdropping

on pixel-level information from the EM leakage of cameras in embedded systems.

5.3 Threat Model & Background

5.3.1 Threat Model

We characterize the threat of passive eavesdropping on the confidential camera data of em-

bedded systems by exploiting the unintentional EM emissions from camera sensors, the

image data transmission interfaces, and image signal processors. The goal of the adversary

is to reconstruct an image stream that approximates the authentic camera output as closely
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as possible. We assume the adversary uses a set of readily available commercial hardware

equipment that is able to collect the EM emissions generated by the cameras. This often in-

cludes an antenna, a low-noise amplifier (LNA), a software-defined radio (SDR) device such

as a USRP [97], and a laptop that runs the image reconstruction algorithms. We consider

various camera-antenna distances and two corresponding categories of eavesdropping scenar-

ios, namely the hidden-antenna (HA) and physical-isolation (PI) scenarios. In the former

scenario, we assume the adversary manages to install a low-profile antenna near the target

camera to receive stronger EM emissions. In the latter scenario, we assume the camera is

located in a physically isolated space such as a private room and the adversary’s antenna can

only be placed outside the room to receive EM emissions through walls or doors. In both

cases, the camera scenes contain private information that is supposed to be visible only to

the legitimate camera owner.

5.3.2 Embedded Cameras

Embedded system devices are increasingly equipped with camera peripherals. Compared

to traditional cameras such as digital single-lens reflex (DSLR) cameras, embedded cameras

often feature open-standard designs that allow them to interface with a wide range of con-

trollers. Fig. 5.2 shows the architecture of a typical embedded camera system. The camera’s

semiconductor image sensors convert photons hitting the semiconductors into proportional

electrical signals. Each image sensor contains millions of sensing units corresponding to “pix-

els” in the digital image domain. The electrical signals are amplified, conditioned, digitized

by analog-to-digital converters (ADCs), and transmitted to the computation units such as

the image signal processor (ISP) in GPUs. The GPU then produces the final images after de-

bayering (also known as demosaicing), image corrections, and miscellaneous post-processing.

Like most sensor peripherals, embedded camera modules are often supplied by third parties

and integrated by consumer electronics manufacturers.

RAW Images and Debayering. RAW images refer to the unprocessed data generated

by image sensors. Since each semiconductor sensing unit only captures a single channel of

RGB color that is selected by a color filter array, each pixel only has one color in the RAW

images. To get a normal color image that users are familiar with which has all three RGB

color channels, the ISP needs to perform a debayering step to interpolate the missing RGB

channels for each pixel based on available colors from its neighbors [113].

Pixel Data Transmission. Image sensors and ISPs are connected by a pixel data

transmission interface that transmits the RAW pixel data. Some examples of such interfaces

include the High-speed Serial Pixel Interface (HiSPi) [46], the Digital Video Port (DVP) [125],
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Figure 5.3: How embedded cameras’ operations generate EM signals that leak camera image
information. (a) Each video frame is transmitted row by row and column by column. (b)
The MIPI CSI-2 interface transmits image data with multiple lanes of differential data wires
and clock wires, all generating EM leakage. (c) EM signals of two consecutive frames. (d)
EM signals of ten consecutive rows. (e) EM signals of transmitting different frames, rows,
and columns, showing clear correlations with the image contents.

the Low-voltage Differential Signaling (LVDS) [245], and the MIPI Camera Serial Interface

2 (MIPI CSI-2) [173]. MIPI CSI-2 has been widely adopted for its good usability, dedicated

EM anti-interference designs, and capacity to support a variety of camera applications. It

has become the de-facto standard for embedded cameras due to the rising demand for higher

throughput and compatibility between hardware and software from different vendors. Same

as most digital image transmission interfaces, MIPI CSI-2 transmits videos frame by frame.

For each frame which is a 2D matrix, the camera transmits each row sequentially from top to

bottom; for each row, each column (pixel) is also transmitted sequentially from left to right

as shown by Fig. 5.3 (a). There often exists blanking between the transmission of consecutive

frames and rows where the data transmission interface stays in an idle state without active

transmissions. On the physical layer, MIPI CSI-2 uses high-speed differential signaling wires

with up to four data lanes and a shared clock lane. Fig. 5.3 (b) demonstrates a MIPI CSI-2

interface with two data lanes.
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5.4 Modeling Electromagnetic Eavesdropping on Cam-

eras

Adversaries are to eavesdrop on the camera images by analyzing the electromagnetic sig-

nals that are converted from the optical signals captured by the camera’s image sensor.

This section investigates the feasibility, model, and characteristics of these optical EM side

channels.

5.4.1 Feasibility

We use a Raspberry Pi camera V1 (RPi V1) to record a computer monitor displaying two

simplified black/white scenes. The top row of Fig. 5.3 (e) shows the two scenes recorded

by the camera. Meanwhile, we collect the EM signals around the camera using a near-field

EM probe connected to an oscilloscope. The camera records with a frame rate of 30 fps.

At various center frequencies including different multiples of 51 MHz, we receive periodic

signals at 30 Hz matching the camera frame rate. Fig. 5.3 (c) shows such signals at 204

MHz with two consecutive frames and blanking between them. We have confirmed that the

received signals are from the camera instead of the computer monitor which has a refresh

rate of 120 Hz. When zooming in, we can also see the transmission of different rows with

blanking in between, as shown by Fig. 5.3 (d). Inspecting the EM signals corresponding to

different frames, rows, and columns, we found obvious correlations between the shape of the

EM signals and the pixel values of the camera image, as shown in Fig. 5.3 (e).

EM Leakage Source. To determine where the EM leakage comes from, we use a

tiny near-field magnetic probe to collect the EM emissions from each component of the

camera device while shielding the other components. We find that the EM signals have

significantly better signal-to-noise ratios (SNRs) when the probe is placed near the image

data transmission cable that connects the image sensor and downstream image processing

components. We thus conclude that the cable for image data transmission is the main EM

leakage source.

Basic Image Reconstruction. To reconstruct an image, the adversary needs to map

the one-dimension EM signals received by the antenna within a certain frequency band back

to a two-dimension matrix by associating each segment of the EM signals to specific pixels

of the image. This requires the adversary to model key parameters including the pixel

transmission rate, row transmission rate, image height and width, blanking periods, etc.

The adversary then needs to convert 1D vectors of EM signals to scalar pixel values of the

reconstructed image, essentially demodulating the EM signals that are modulated by the
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Ground Truth 204M 255M

Figure 5.4: Illustrations of EM emission’s spectrum and two reconstructed images using
signals around 204 and 255 MHz.

image contents. Since the EM emission process is an unintentional communication channel,

we believe simpler modulation schemes such as amplitude and frequency modulation are more

appropriate than other sophisticated man-made schemes. A closer look at the temporal-

spectral variations of the EM signals reveals that only very wide-band and rapid variations

exist in the frequency components of the emissions, which could require a GHz-level sampling

bandwidth to provide sufficient coverage and is thus not feasible. We thus hypothesize that

amplitude demodulation is the most appropriate method based on our observations in Fig. 5.3

and use the amplitudes of EM signals as the gray-scale values of the pixels. We denote this

reconstruction process as Rbase and provide further details in Section 5.5.1. With Rbase, we

are able to reconstruct images that share very similar structures as the camera ground truths

in real time. Fig. 5.4 provides an example of such reconstructed images and the spectrum of

the corresponding EM signals.

5.4.2 Digital Image Transmission Leakage Model

To understand why the reconstruction method above can recover an image similar to the

camera ground truth and the potential ways to further improve the reconstruction perfor-

mance, we analyze the fundamental information leakage model that unpins the optical EM

side channels in embedded cameras. We use one of the most popular data transmission

protocols, MIPI CSI-2 with RAW10 image data format and two data lanes, as an example

for developing the model. This protocol is also used by RPi V1. Nevertheless, we note

that the modeling and analysis methodology also applies to other digital image transmission

interfaces.

93



200 400 600 800 1000

-0.5

0

0.5

200 400 600 800 1000
-0.5

0

0.5

1

Image Data Transmission EM Wave RadiationCaptured Optical Signals

Bit Streams of 

Image Data

Figure 5.5: The information flow of camera EM leakage. Optical signals captured by image
sensors are converted to bit streams shown on the top. The transmission cables act as
unintentional antennas that convert the bits into radiated EM waves.

5.4.2.1 Fundamental Principle

Fig. 5.5 demonstrates how the optical information received by a camera sensor is transformed

into EM signals that adversaries can capture. The process can be divided into two stages.

In the first stage, the camera sensor transmits image data represented by digital bits row by

row. The alternating currents/voltages caused by bit flips produce EM waves in the camera

environment according to Maxwell’s equation. In the second stage, the cable between the

image sensor and ISP acts as an unintentional transmission antenna and propagates the

EM waves to the adversary’s receiving antenna. The EM signals are subjected to various

environmental noises. With an off-of-the-shelf USRP device, the adversary can then sample

the EM signals in specific frequency bands.

Fig. 5.5 also demonstrates how MIPI CSI-2 of image sensors transmits RAW10 images

in the form of digital bits with two data lanes. Each pixel/column is represented by 10

ordered bits B0 to B9 (least significant bit (LSB) to most significant bit (MSB)) with the

least significant bits transmitted first. The sensors treat a byte as a transmission element,

although there is often no blanking between bytes during transmission. Since each pixel

has 10 bits, RAW10 has to pack four consecutive pixels into a unit of five bytes where the

two LSBs of the four pixels are packed into the last byte. Two units (8 pixels) are further

grouped together. Using the dual data rate (DDR) technique, the clock fclk frequency is

twice the frequency of transmitting a bit fb. For RPi V1, fclk is measured to be 204 MHz,

which means the byte transmission frequency is 51 MHz. When more than one data lane

is used, consecutive byes are distributed to the lanes sequentially. It is worth pointing out

that each wire of the transmission system, including the data and clock wires generate its

own EM signals and the final signal the adversary receives is a mixture of them.
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Ground Truth Simulation EM Reconstruction

Figure 5.6: The camera ground truth, simulated, and actual EM reconstruction. Distortions
such as the amplification of light gradients and high-frequency noises appear.

5.4.2.2 Modeling

Based on the understanding of the leakage process, we develop a mathematical model that

can explain and simulate the physical leakage process’s key characteristics. Assume the

adversary tries to reconstruct an image that approximates the ground-truth camera image

IGT from the EM signals in the frequency band [flo, fhi] with a function Rbase{·}, the EM

reconstruction image can be calculated by

I
[l,h]
EM = Rbase

{
z + bclk + Ffilt [l, h,Fdata(IGT )]

}
, (5.1)

where z represents the noise, bclk represents a constant signal offset produced by the clock

wire’s emissions given that clock amplitudes are stable, Ffilt [l, h, ·] represents the EM en-

ergy transfer function in the frequency band [l, h], and Fdata(·) is the digital data transmis-

sion function that maps a 2D ground-truth image to a 1D bit stream transmitted by the

data wires [162]. Although theoretically, all the non-deterministic functions and variables

in Eq. (5.1) are dependent on the environment and challenging to measure and model ac-

curately, we found that simplified approximations (e.g., setting Ffilt to a constant in the

sampled frequency range) can produce simulated images that have very close quality and

characteristics to the actual EM reconstructions. Fig. 5.6 provides some examples of the

simulated and actual reconstructions using Rbase.

5.4.2.3 Key Characteristics

Based on the model, we then investigate several key observations of the eavesdropped images

and analyze their causalities.

Baseband Leakage Frequency Dependency. The emitted EM signals are baseband

signals of the digital bits instead of narrow-band signals that are modulated onto certain

carriers such as clock frequencies of the system, which are more common for intentional

communication systems. Since the baseband signal is wideband, every frequency band can
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contain different information about the ground-truth image. For example, Fig. 5.4 shows

how 204 MHz and 255 MHz better capture the edge and gray-scale of the ground truth

respectively. In practice, the adversary can only sample a subset of the digital wide-band

information at a time. Advanced adversaries may thus need to combine information from

different frequency bands. Besides the different information contained, each frequency band

also has its unique EM wave propagation efficiency (transfer function) that leads to different

SNRs for the adversary’s received signals. We find that frequency components near the

fundamental and harmonic frequencies of the digital transmission byte frequency (51 MHz)

have the strongest signal strengths and lead to the best-quality reconstructions. This is

because of the strong periodicity of transmitted bytes, leading to high EM amplitudes at

these frequencies that can tolerate environmental noise better.

Multi-wire Signal Polarity Inversion. Another key phenomenon is that at certain

frequency bands that contain fclk and its harmonics, the amplitude of the EM signals could

be inverted when the antenna moves relative to the cameras, leading to inversion of the

reconstructed image’s grayscale polarity. Based on this observation, we hypothesize that the

inversion of polarity is caused by the superposition of EM signals emitted by the data and

clock wires. We then verified our hypothesis by measuring emissions from the clock and data

lines separately (see [162] for details). Essentially, the clock emissions can interfere with the

EM emissions from data wires. When the antenna is placed at a position that receives EM

signals as a mixture of the data clock wire signals, the two signals can cancel each other out,

producing an image that approximates a white image subtracted by the data line image.

This image thus has an inverted polarity compared to the data line-only reconstructions.

Practical Sampling Distortion. We observe well-structured distortion patterns in all

reconstructions, including:

• Loss of color information. Only gray-scale information remains in the reconstructions.

• Shuffled gray-scale mapping. The original and reconstructed images have different but

correlated gray scales.

• Light gradient & high-frequency noise. Light gradients result in ellipse/contour-like

shapes that are not visible in the original camera images, e.g., in Fig. 5.6. The recon-

structions also have additional high-frequency noise.

Such distortion patterns are caused by the imperfect sampling of the EM leakage signals

that adversaries could achieve in practice. The imperfection is two-fold. First, adversaries

often can only sample an EM signal bandwidth on the order of 10 MHz with common USRPs

and laptops while digital image transmissions have bandwidths on the order of 1 GHz. This
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 Figure 5.7: The image eavesdropping pipeline of EM Eye.

causes the loss of a significant amount of information. Second, even if a hypothetical adver-

sary can sample the whole bandwidth, e.g., by using multiple USRPs or sampling multiple

times, it is still impractical for them to recover the original bit stream transmitted because of

the added noise during EM propagation and the requirement of perfect synchronization for

determining which bit is being transmitted. With these problems in mind, we can analyze

the causality of the distortions above.

To recover the RGB colors of images using debayering, the adversary needs to know the

original gray-scale value of each pixel precisely which requires perfect sampling of the digital

bits and is thus impractical. In the original image, the gray-scale values represent an ordered

array of bits; in the reconstructions, the gray-scale values represent the EM signal amplitudes

which approximately correspond to the numbers of bit flips in the array. As a result, gray-

scale values of the camera outputs are mapped to different values in the reconstructions in a

shuffled but deterministic way. For example, bright lights and windows in the original images

are often mapped to dark polygons in the EM reconstructions (see the first two columns of

Fig. 5.6 for example). This is because the saturated bright pixels in the original image are

mapped to constant ones in the transmitted digital data and cause significantly lower EM

amplitudes due to the few bit flips.

The high-frequency noise exists everywhere in the reconstructed images while the light

gradient distortions appear mostly on single-color surfaces in the scene. The culprit of light

gradient and high-frequency noise is the loss of data structure due to imperfect sampling.

Specifically, it is because the EM emissions of different bits get combined without correct

bit ordering. In the original digital transmission protocol of cameras, each bit has its own

weight and the ground-truth pixel value is calculated by vGT =
∑9

i=0 2
iBi. The adversary,

however, can only calculate the pixel values while losing bit-ordering information in practice,

because it is challenging to determine the current bit being transmitted. Practically, all

bits are considered equivalent whose EM emissions are added up without weights assigned.

Conceptually, this can be modeled as vEM =
∑9

i=0Bi which amplifies the light intensity

variations and high-frequency noises that are often embedded in the least significant bits.
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5.4.2.4 Insights

Our investigation reveals several challenges and opportunities for adversaries to reconstruct

higher-quality images compared to the basic reconstructions presented above. (a) The

frequency dependency problem calls for a method for integrating information in different

frequency bands in order to harvest more entropy from the original camera outputs. (b)

Although the multi-wire signal polarity inversion does not affect human visual perception

significantly, it can cause additional noise to automated data processing and pattern recog-

nition pipelines and thus needs to be mitigated to improve the eavesdropping performance.

(c) The practical sampling distortions cause obvious degradation of the images’ visual qual-

ity and intelligibility. As a result, the adversaries need to employ additional techniques

for correcting these distortions. We will introduce the improved eavesdropping design that

supports adversaries to extend their performance limits in the next section.

5.4.3 Relationship with Computer Display Eavesdropping

We discover that the eavesdropping vulnerability of embedded cameras shares the same phys-

ical principle as previous computer display eavesdropping attacks (Section 5.2.1) where the

transmitted plain digital image data leaks in the form of EM waves. Furthermore, we confirm

that all the key phenomena above are also observable when we replicate computer display

eavesdropping attacks following previous research. However, many of these phenomena such

as light gradient amplification and polarity inversions have not been reported and analyzed

before. We believe this is because computer display eavesdropping only investigated simple

screen contents of uniform texts on uniform backgrounds (e.g., no light gradients), which do

not suffer significantly from the practical sampling distortions. In contrast, camera image

scenes have more complex and diverse structures and textures, posing greater challenges

for adversaries to reconstruct intelligible images. In addition, our survey shows that ampli-

tude demodulation has also been the state-of-the-art method for mapping 1D EM signals

to scalar pixel values in display eavesdropping attacks, which confirms our design choice in

Section 5.4.1.

5.5 Eavesdropping System Design

To support the evaluation of eavesdropping limits and factors, we design a system that

employs the signal processing pipeline shown in Fig. 5.7. The adversary first finds at least

one frequency band that contains the EM leakage of transmitted digital image data. For each

frequency band, the adversary reconstructs a single-band EM image from the received EM
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signals in this band. The adversary then strategically combines the images from different

available frequency bands using a distortion-guided combination algorithm. The output

of this algorithm, i.e., the multi-band EM image, is then input into an image-to-image

translation network to acquire a final reconstructed image.

5.5.1 Single-band Image Reconstruction

The single-band image reconstruction process Rbase on each frame can be formulated as

I
[l,h]
EM [ir, ic] =

1
nsamp

∑n2

n=n1
a[n]

nsamp = n2 − n1 + 1, a[n] = Famd[m[n]]

n1 = ⌊fs(ifTf + irTr + icTc)⌋

n2 = ⌊fs(ifTf + irTr + (ic + 1)Tc)⌋,

(5.2)

where if , ir, ic are the frame, row, and column indexes, Tf , Tr, Tc are the frame, row, and

column transmission duration that needs to be estimated by the adversary through EM

measurements, m[n] is the discrete IQ measurements output of USRP with a sampling rate

fs, and Famd[·] is the amplitude demodulation function. Apparently, when fs is on the order

of 10 MHz in practical settings, n1 and n2 will be the same which is also the same for multiple

consecutive ic. This means the actual column resolution WEM of the reconstructed image is

smaller than the transmitted image and is determined by WEM = fsTfd/HEM where HEM

is the row resolution that remains the same as the original transmitted image and Tfd is

the actual frame data transmission duration excluding inter-frame blanking. As a result, Tc

degrades to Tr/WEM in most cases and does not need to be estimated separately. To improve

the signal quality, we also perform frame averaging on the consecutive frames of camera

outputs, which aims to mitigate the random noise in the EM wave propagation process and

help the useful signals stand out. It is worth noting that this reconstruction process is also the

current state-of-the-art (SOTA) used in computer display eavesdropping attacks, which we

use as a building block as well as a baseline for our enhanced image reconstruction pipeline.

We conduct an additional polarity-correction step that compares single-band reconstructions

with data wire-only simulations and inverts the polarity if inversion is detected. We then

apply histogram equalization to the image to further reduce the impact of clock signal offset

bclk (Eq. (5.1)) on image contrast.
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5.5.2 Distortion-guided Multi-band Combination

We design a combination criterion based on the heuristic that the best combination can

mitigate the light gradient distortions on single-color surfaces to the largest degree. As

Section 5.4.2.3 points out, the light gradient distortions arise because the bit-ordering infor-

mation is lost. For example, both B2 and B6 have a periodicity of 8-bit cycles in RAW10

(Fig. 5.5), producing the same EM frequency that cannot be separated apart. Nevertheless,

we observe that different frequency bands could still contain some inter-bit information. For

example, if the 8-bit cycle frequency is a Hz, then the frequency of 2a Hz embeds the varia-

tion between B2 and B6. Similarly, we know that different frequency bands embed different

inter-bit information. As a result, we propose that an adversary who can perform multi-band

combination effectively should be able to minimize the light gradient distortions to restore

the single-color surfaces. In our experiments, we empirically formulated this as

ÎEM =
N∑
i=0

wi · I [li,hi]
EM , s.t. [wi] = min

[wi]
||c− S(ÎEM)||, (5.3)

where N is the number of available bands, wi is the weight of band i, S[·] is a segmentation

function that allows the adversary to manually select a subarea of the image that is likely a

single-color surface, and c is a constant that the adversary can select to represent the color

(gray scale) of the surface. Note that such an operation is possible because the single-band

EM images often contain important structural information about the scene and experienced

adversaries are able to hypothesize some key objects in the scene such as the walls of a room

(see Fig. 5.7 for example). When selecting the frequency bands to combine, we also employ

a thresholding criterion similar to [76] in order to remove components that are too noisy.

Fig. 5.7 shows an example of this process. Typical values of N are in the range of 1-3 in our

evaluations.

5.5.3 Image-to-image Translation

To further mitigate the remaining image distortions, we employ a supervised image-to-image

translation process. This is inspired by our observation that additional semantic information

in the image domain can be utilized to reconstruct images that are closer to the ground-truth

image. For example, when observing the remaining light gradient distortion patterns, expe-

rienced human adversaries are able to understand that these distorted areas are likely to be

single-color surfaces (which have the strongest light gradients) in the original camera output

and thus manually correct the images. Another example is that the dark polygons in the EM

reconstructions often map to the bright lights and windows in the original images. Given
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the very structured mappings, we hypothesize that it is possible to automate this process

of correcting structured distortions in the EM reconstructions using machine learning-based

approaches.

To verify this hypothesis, we formulate the task as an image-to-image translation prob-

lem from the EM-reconstructed image space to the original camera output space. We adopt

pix2pix [128], an aligned image translation model based on a conditional generative adver-

sarial network (GAN) to reconstruct a higher-quality image IEM from ÎEM . Fig. 5.7 demon-

strates an example of the translated reconstruction image in comparison with the gray-scale

ground truth. We find the translation process capable of removing almost all remaining

distortions when the testing images are within a reasonable range of variation compared to

the training images. Although the generative model can also recover similar colors, color

information is often less useful for image pattern recognition tasks. In addition, the color

recovery problem only relies on image semantic information and is completely detached from

the EM leakage physics. We thus focus on gray-scale images in our following evaluations.

5.6 Evaluation

5.6.1 Overview

Our evaluation seeks to measure the limits of the embedded camera eavesdropping risks

under various camera designs and environmental conditions.

Experimental Setup. To provide reproducibility and scalability over multiple devices,

we use the same setup as Section 5.4.1 where images of different scenes are displayed by a

monitor screen and recorded by the cameras under test. We utilize two existing datasets

to cover the common camera scenes pertinent to the threat model. The first dataset is a

subset of the Face Detection Data Set and Benchmark [129] and has 3000 randomly selected

images, each containing at least one person in the scene. The second dataset is a subset of

the MIT Indoor Scenes Benchmark [189] that also has 3000 randomly selected images. Since

the supervised image-to-image translation requires a training phase, we use 2700 images’

corresponding ÎEM from each dataset for training. In Section 5.6.2, we calculate the quan-

titative metrics over all 600 test images to evaluate the performance of the eavesdropping

pipeline. To support scalable tests with fine-grained variations in the evaluation of factors

and COTS devices, we also use a randomly-selected test subset of 35 images for each dataset

which provides a confidence level of 90% at a resolution of 0.5 times the standard deviation

of the test set population’s scores [1]. For the training of the image-to-image network, we

use the default hyper-parameters of the model [128] with 100 training epochs. We then use
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the last epoch’s model as the final network. By default, we use the same model trained on

a base case (Section 5.6.2) to test various test sets to examine the generalizability of this

supervised network over different factors. The only exception is the evaluation of differ-

ent camera sensors and controllers (Section 5.6.2) where we also train models using their

own EM reconstructions as a comparison to investigate the improvement of dedicated image

translation models. In total, we have collected 32400 training images and 10460 test images.

We use an EM sampling rate (fs) of 8 MHz in all experiments.

Quantitative Metrics. To quantify the impact of different factors on the eavesdropped

information on both the EM signal and the image perception levels, we use the following

metrics:

1. Unintentional signal-to-noise ratio (USNR) calculates the ratio of the unintentional

EM emission power to the background noise power[76].

2. Structural similarity index measure (SSIM) measures the similarity between the eaves-

dropped and ground-truth camera images.

3. Face detection rate (Fdetect) calculates the ratio between the number of faces detected

in the eavesdropped and ground-truth face dataset images.

4. Indoor scene captioning rate (Icaption) calculates the ratio of the longest common

subsequence between the descriptional caption texts generated from the eavesdropped

and ground-truth indoor dataset images.

SSIM, Fdetect, and Icaption range from 0 to 1, with larger values representing closer repli-

cates of the ground truth. Apparently, the meanings of the absolute values are less intuitive.

We thus also show example images corresponding to different values in our evaluations. Nev-

ertheless, the variations of these metrics can still inform us of how different factors affect the

quality of reconstructed images. Different from previous computer display eavesdropping

research whose targets are simple texts, Fdetect and Icaption are specifically designed by us

to measure how machines/humans perceive the complex visual information in camera scenes.

5.6.2 Sensor and Controller

As pointed out in Section 5.3.2, the camera data transmission interface can connect various

camera sensors and controllers from different manufacturers. Given that different models

of sensors and controllers could change the image data processed and transmitted, we first

evaluate the impact of them on EM Eye’s performance (Table 5.1). We employ Raspberry Pi

3B+ and Cam V1 (#1) as the base case for collecting ÎEM to train a base model (TrainA).
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Figure 5.8: Experiment setups of using (a) a near-field probe within 10 cm and (b) a direc-
tional antenna beyond 10 cm.

We then change the sensors and controllers and collect corresponding ÎEM to train their own

models (TrainB).

The TrainA results in Table 5.1 suggest that sensors have a larger impact on the EM

reconstructions than controllers. When the sensors change (e.g., [#1, #3, #6]), we observe

larger degrees of variations in the image quality than when the controllers change (e.g.,

[#1, #2] and [#3, #4, #5]). This can be explained by the fact that it is often the sensors

that decide the image data’s format, amount, transmission speed, etc. The signals that EM

Eye eavesdrops on are all produced by the camera sensors while the downstream processors

mostly perform post-processing of the image data. Besides sensor hardware that determines

the maximum supported image capacity, each camera sensor can also be configured to have

various software/firmware settings such as resolution, frame rate, and sensor mode. Our

tests show that setting the camera resolution does not change the transmitted data and

EM emissions because the sensor always transmits the full resolution supported by a certain

sensor mode and lets ISPs to down-sample the images in software. A different frame rate

will change the number of frames transmitted per second and require the adversary to adjust

the eavesdropping frame rate setting accordingly. Different sensor modes [187], which are

combinations of camera firmware settings that decide the actual resolutions used by the

sensor chips, will change the width and height of transmitted images and require the change

of eavesdropping parameters.

Fig. 5.9 compares some examples of direct EM reconstructions using state-of-the-art

(SOTA) techniques and enhanced reconstructions using the EM Eye pipeline. Overall, ob-

vious improvements in the visual quality are observed. The only caveat is that the image-

to-image translation network can sometimes distort certain details of the images such as

small textual objects. In these cases, the adversary may refer to the untranslated images

ÎEM to capture such information. Table 5.1 show the percentage of improvement in the
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Table 5.1: Evaluation results of EM Eye on 6 sets of sensor and controller.
TrainA(Improvement)∗ TrainB(Improvement)∗

#
Sensor Module

(Reconstruction Parameters)†
Controller Module

USNR
(dB)

WEM ×HEM SSIM Fdetect Icaption SSIM Fdetect Icaption

1 Raspberry 3B+ (Base) 39.68 186× 1080 0.58(↑235.0%) 0.80(↑78.2%) 0.33(↑21.6%) N/A N/A N/A
2

Cam V1: OV5647
(Tf : 33.31 ms, Tr: 29.58 us) Raspberry 4B 40.30 186× 1080 0.45(↑221.8%) 0.75(↑50.7%) 0.29(↑19.1%) 0.55(↑298.8%) 0.78(↑57.7%) 0.32(↑30.9%)

3 Raspberry 3B+ 41.34 84× 1290 0.29(↑186.9%) 0.51(↑95.5%) 0.23(↑80.8%) 0.45(↑349.4%) 0.70(↑168.3%) 0.27(↑115.5%)
4 Nvidia Jetson Nano 42.51 84× 1080 0.30(↑132.4%) 0.35(↑102.4%) 0.21(↑71.5%) 0.43(↑240.1%) 0.69(↑298.2%) 0.27(↑117.5%)
5

Cam V2: IMX219
(Tf : 33.84 ms, Tr: 18.90 us)

Asus Tinkerboard 2S 40.47 144× 2466 0.39(↑112.5%) 0.60(↑79.5%) 0.26(↑49.6%) 0.53(↑193.0%) 0.76(↑129.6%) 0.31(↑78.7%)

6
Cam V3: IMX708

(Tf : 33.24 ms, Tr: 26.72 us)
Raspberry 3B+ 43.54 104× 1080 0.34(↑110.4%) 0.52(↑27.1%) 0.20(↑70.5%) 0.48(↑199.6%) 0.68(↑65.0%) 0.24(↑100.7%)

† The frame duration Tf and row duration Tr need to be estimated to decode the eavesdropped EM emission
to reconstruct the images.
∗ EM Eye is evaluated on TrainA (base model) and TrainB (retrained model), and the percentage
represents the improvement over the SOTA approach.

Ground Truth V1@RPi 3B+ SOTA V1@RPi 3B+ TrainA V1@RPi  4B SOTA V1@RPi 4B TrainA V1@RPi 4B TrainB V2@Jetson SOTA V2@Jetson TrainA V2@Jetson TrainB

“A kitchen with a stove,
refrigerator, sink and a
microwave.”

“An old photo of a dirty
old building.”

“A kitchen with a stove,
sink, and refrigerator.”

“A man in a suit is
looking at a machine.”

“A kitchen with a sink,
stove, and refrigerator.”

“A kitchen with a
refrigerator, stove, sink,
and oven.”

“A black and white
photo of a man in a
black and white photo.”

“A kitchen with a stove,
and a microwave.”

“A kitchen with a
refrigerator, stove, and
cabinets.”

Figure 5.9: Examples of eavesdropped images from three camera-controller systems using
the SOTA and EM Eye pipelines, where A is the camera and B is the controller in A@B.
Training dedicated models for each camera-controller combination (TrainB) provides better
results than the base case model (TrainA). The detected faces of the face dataset images
and the generated captions of the indoor dataset images are shown.

quantitative image quality metrics compared to the SOTA results. On average, we observe

166.5%, 72.2%, and 52.2% increases in the SSIM, Fdetect, and Icaption scores for TrainA.

The average values increase to 256.2%, 143.7%, and 88.7% for TrainB. The comparison be-

tween the metrics in TrainA and TrainB also shows that dedicated image translation models

trained with each sensor-controller combination’s EM data can indeed improve the quality

of the eavesdropped images. The EM emissions of RPi 4B with Cam V1 are the most similar

to the base case while those of Nvidia Jetson Nano with Cam V2 are the most dissimilar.

The non-trivial metrics of all cases show that the base case model has a reasonable level of

generalizability to process data from various sensors and controllers.

Summary. Different sensors and controllers can affect the EM signals while the EM

Eye pipeline is able to reconstruct images with various sensor and controller settings. It also

provides sufficient generalizability to allow the reconstructed images to outperform the SOTA

results of direct EM reconstructions in most cases. In addition, resourceful adversaries may

train dedicated models on each target camera system to further improve the eavesdropping

performance.
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w/o Shielding Conductive Fabric Aluminum FoilGround Truth

Figure 5.10: Illustrations of (bottom) the impact of different cable EMI shielding, and (top)
the same image reconstructed with different cable EMI shielding.

Ground Truth

50cm@300cm50cm@1cm3cm@1cm 3cm@20cm 15cm@100cm15cm@1cm10cm@50cm10cm@1cm

SO
T

A
E

M
 E

ye

30cm@300cm30cm@1cm

Figure 5.11: Illustrations of (bottom) the impact of distances with different cable lengths,
and (top) the same image reconstructed at different distances with different cable lengths,
where A is the cable length and B is the distance in A@B.

5.6.3 Transmission Cable & Environmental Factors

Next, we measure the limits of EM Eye under various physical factors of the transmission

cable and environment.

Cable EM Shielding. EM shielding uses special cable shield materials to block or

reduce the propagation of EM waves. We evaluate its impact using 15 cm cables in three

forms, namely the default cable of Raspberry Pi cameras without shielding, a cable shielded

with conductive fabric, and one with aluminium foil. We use a near-field antenna to capture

the EM emissions at a distance of 1 cm, and compare the values of USNR, SSIM, Fdetect, and

Icaption for each cable with the same experimental setup. We depict the results in Fig. 5.10
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Ground Truth 180°@1cm 270°@1cm 300°@40cm 270°@40cm 

Figure 5.12: Illustrations of (bottom) the impact of angles at 1 cm and 40 cm, and (top) the
same image reconstructed at different angles at these two distances, where A is the antenna-
camera angle and B is the distance in A@B.

(bottom). The cable shielded with conductive fabric and aluminium foil material significantly

reduces the intensity of the EM emission radiated by the cable. We observe 9.84 dB and

14.33 dB decrease in USNR values respectively. Nevertheless, it is still possible to reconstruct

images with acceptable SSIM and Fdetect values on these two shielded cables as shown

in Fig. 5.10 (top).

Antenna-camera Distance and Cable Length. With the transmission cable acting

as an unintentional antenna, the strength of EM emission attenuates with the antenna-

camera distance. To quantify the impact, we measure the metrics under different distances

with five typical cable lengths, namely 3, 10, 15, 30, and 50 cm. We use a near-field probe

in Fig. 5.8 and a directional antenna in Fig. 5.8 with the same experimental setup to capture

the EM Emission within and beyond 10 cm. The results are shown in Fig. 5.11. Notably,

USNR, SSIM, Fdetect, and Icaption values gradually decrease with increasing distances,

and longer cables often have higher values for these metrics at the same distance in our

experiments. As shown in Fig. 5.11 (top), we observe almost unanimously better-quality

images with longer cables. This is because the gains of different cable lengths vary, and

longer cables provide a larger effective area, resulting in greater efficiency in radiating EM

waves [54]. The maximum distances we could achieve for 3 cm, 10 cm, standard 15 cm,

35 cm and 50 cm cables are 50 cm, 200 cm, 270 cm, 400 cm, and 450 cm respectively. We

note that the distance can be further increased by employing a professional antenna with

superior directionality and gain.

Antenna-camera Angle. To examine the impact of camera-antenna angles, we change
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Table 5.2: Evaluation results of EM Eye on 12 COTS camera devices.

#
COTS Camera Devices Reconstruction Parameters† EM Eye Performance Scenarios
Manu. and Model Year Tf (ms) Tr (us) Freq. USNR WEM ×HEM SSIM Fdetect Icaption Max. Dist.∗ HA PI

1 Google Pixel 1 2013 33.45 21.49 600,1649 MHz 42.17 dB 168× 1140 0.30 0.44 0.19 30 cm ! %
2 Google Pixel 3 2018 33.27 10.89 515,680 MHz 41.81 dB 74× 2840 0.24 0.36 0.19 2 cm ! %
3 Samsung S6 2015 33.32 10.50 527,1054 MHz 38.92 dB 184× 3000 0.31 0.70 0.19 5 cm ! %
4 ZTE Z557 2019 41.70 17.00 522,1740 MHz 35.09 dB 310× 1940 0.28 0.68 0.14 1 cm ! %
5 Wyze Cam Pan 2 2019 49.98 29.63 890,1185 MHz 42.39 dB 164× 1080 0.31 0.43 0.23 350 cm ! !
6 Xiaomi Dafang 2019 66.66 29.63 322,890 MHz 39.06 dB 190× 1080 0.35 0.67 0.17 500 cm ! !
7 Baidu Xiaodu X9 2023 66.67 53.33 204,1470 MHz 35.86 dB 460× 1080 0.24 0.23 0.15 200 cm ! !
8 TeGongMao 2023 66.00 44.00 763,1144 MHz 40.58 dB 190× 720 0.19 0.24 0.14 120 cm ! !
9 Goov V9 2022 33.00 44.00 546,656 MHz 33.79 dB 190× 720 0.31 0.32 0.18 70 cm ! !
10 QiaoDu 2021 66.48 29.61 293,1191 MHz 38.79 dB 84× 1080 0.22 0.38 0.17 50 cm ! !
11 360 M320 Dashcam 2020 40.00 22.00 450,1261 MHz 39.71 dB 142× 1440 0.29 0.17 0.22 250 cm ! !
12 Blackview Dashcam 2022 33.22 27.78 155,1015 MHz 34.38 dB 190× 1080 0.30 0.21 0.24 300 cm ! !

† We only report two frequencies of the strongest emission.
∗ The maximum distance can be further increased by using higher-end EM receiving equipment such as
professional direction antennas and analog filters.

the angle from 0 o 360 ith a step of 30 12 angles in total). The angle is defined as the

angle between the centerline of the camera cable and the antenna. We conduct two sets

of experiments using a near-field probe at a distance of 3 cm and a directional antenna at

40 cm respectively. Fig. 5.12 shows the impact of angles with the quantitative metrics. The

angle has a small impact on EM Eye’s performance at a close distance while some angles

slightly outperform others. Due to the nature of the directional antenna, the angle has

more impact on the eavesdropped images at a larger antenna-camera distance. As shown

in Fig. 5.12, when the angle is between 90 nd 270 t 40 cm, the values of these three metrics

are significantly lower than when the angle is between 0 o 90 r 270 o 360

Interference from Electrical Devices and Background Noises. (a) Electrical

Devices. The interference from displays of some electrical devices (such as TV, monitor,

smartphone, etc.) is the most likely to affect EM Eye since the EM emission pattern of

these displays is similar to that of the camera. However, modern displays offer refresh rates

of 60, 120, or even 240 fps [213], whereas embedded cameras’ frame rates are often lim-

ited to 30 fps. Therefore, adversaries can distinguish camera emissions from the display’s

interference by setting the center frequency at those frequencies with no repetitions above

30 Hz to minimize the interference. We have verified this through experiments. Besides, the

EM emission pattern of cameras is very different from that of earbuds [76], recorders [260],

wireless eavesdroppers [205, 69], etc. (b) Background Noises. Since EM Eye works at vari-

ous frequencies, adversaries can improve image quality by avoiding selecting eavesdropping

frequencies that conflict with common communication frequency bands. It is also effective

to use analog filters to filter out background noises.
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Figure 5.13: Three case studies of how EM Eye poses eavesdropping threats against smart-
phones, dash cams, and home security cameras. For each case, the experimental setup and
three examples of ground truths and eavesdropped images are shown.

5.6.4 COTS Camera Devices & Case Study

We have evaluated EM Eye on 12 commercial-off-the-shelf (COTS) camera devices from

three different categories to investigate the common use cases of embedded cameras. These

include 4 smartphones, 6 smart home cameras, and 2 dash cams. All of these devices are

intact with their original packaging. Table 5.2 shows the specifications and eavesdropping

parameters of these devices. Besides evaluating the eavesdropped image quality at 1 cm, we

also measured the approximate maximum eavesdropping distance for each device at which

we can still recover intelligible images. The maximum distances vary from 1 cm to 500 cm

and with significant differences across devices. While all devices can be eavesdropped on in

hidden-antenna scenarios where the antenna is close to the camera, we also observe that 8

out of the 12 devices allow adversaries to perform physical-isolation eavesdropping through

windows, doors, and walls. We believe the variations in eavesdropping distances are mostly

decided by the length and shielding materials used by these devices. For example, we found

that smartphones often use short cables with better shielding designs to minimize the EM

interference between the onboard components. Dash cams and home security cameras, on

the other hand, tend to use cheap unshielded cables to reduce the manufacturing cost and

longer cables to support different form factors of the mechanical structures. Despite the

variations in these devices’ designs, we note that the EM Eye vulnerability is a shared

problem in common embedded camera devices, and we have reported our findings to the

camera vendors. Based on the results above, we carry out case studies on three typical

attack scenarios that we envision to be applicable to the threat model.

Smartphone Camera Eavesdropping. Since smartphone camera emissions only allow
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adversaries to eavesdrop from a close distance, we envision a hidden-antenna scenario where

the antenna and EM signal receiver could be installed in modified power banks. Such power

banks may either be tampered with from the supply chain as distributed products or provided

by shared power bank rentals that are common in shopping malls. Existing COTS products

of miniaturized low-cost SDR receivers such as the RTL-SDR dongles [193] suggest the

possibility of manufacturing such power banks. Fig. 5.13 (top) showcases an envisioned

prototype and three sensitive images eavesdropped when the victim takes photos of private

documents, including a QR code, a social security card, and a driver’s license, with a Samsung

S6 phone.

In-car Peeking. When victims park their cars with their interior dash cams on, an

adversary may be able to peek at the inside of the cars using EM Eye eavesdropping from

nearby. Fig. 5.13 (middle) shows an example setup with a 360 M320 dashcam [40] on the

dash board of the car. The adversary sets up an antenna 50 cm away from the car (100 cm

antenna-camera distance) to capture the EM emissions. Three eavesdropped images reveal

no one in the car, one person in the driver’s seat using his phone, and one in the back seat.

When needed, the eavesdropping equipment can also be made portable as a suitcase, as has

been demonstrated in previous research [116], to avoid further drawing the attention of the

cars’ owners.

Through-wall Room Spying. Another typical physical-isolation eavesdropping sce-

nario involves an adversary spying on a private household or office room through the EM

emissions of the IoT home security camera. The convention of installing such security cam-

eras near the room’s walls, windows, and doors could allow the adversary to receive the

camera’s EM emissions from only a few meters away. Fig. 5.13 (bottom) demonstrates a

case where the antenna is placed 70 cm away outside an office room (150 cm antenna-camera

distance). The adversary can see a person sleeping on a couch, two people sitting on the

couch, and a confidential document on a desk by eavesdropping on a Xiaomi Dafang home

camera [103].

5.7 Mitigation

We analyze the possible countermeasures from the standpoint of camera and system design-

ers.
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5.7.1 Naive Protections

EM Jamming. Jamming is a common technique used to disrupt intentional communication

systems. However, we believe jamming is less suitable for mitigating camera eavesdropping

given that the leaked signals are wide-band, requiring an expensive device to cover such a

wide bandwidth. Furthermore, jamming can easily compromise the legitimate camera data

stream itself as has been demonstrated by [131, 141]. Jamming devices can either be installed

by camera manufacturers or users. The challenge is it needs to cover a large space as the

EM field distribution can be unpredictable and varying. This is based on our observations

that different probe positions and orientations will lead to very different results.

Shorter Cables & Better Shielding. Our evaluation shows that short cables often

produce weaker EM emissions, especially in the far field. Device manufacturers are thus

encouraged to employ shorter cables in their designs. However, we note that such changes

may also require a complete redesign of the devices’ mechanical structures since it requires

the camera lens to be very close to the controller boards. Otherwise, the manufacturers

can consider using better-shielded data transmission cables, which have been shown to be

capable of reducing the EM signal strength by over 10 dB.

5.7.1.1 Interface Design Improvment

Increase and Randomize Transmission Blanking. With the same frame rate and

resolution of the transmitted images, increasing the blanking between frames and rows will

reduce the effective resolution of the eavesdropped images under a certain eavesdropping

sampling rate. This requires the transmission interface to have higher bit rates. Furthermore,

adding intentional jitters to randomize the blanking duration can prevent adversaries from

easily performing frame averaging and thus reduce the leakage USNR they receive.

Grouped Pixel Smoothing Protocol Improvement. We argue that the current

image data transmission protocols are flawed and can be improved to mitigate EM leakage.

Essentially, the EM emissions originate from the periodic bit flips. Ideally, the order of

transmitted rows, columns, and even bits should be randomized, eliminating all the period-

icity. However, we also realize such randomization requires a complete hardware redesign

and could be expensive for manufacturers. We thus seek to improve the protocol by keeping

the overall architecture but minimizing the number of periodic bit flips. We achieve this

by simply rearranging the bits. Specifically, we observe that adjacent pixels (columns) have

similar values in their bits, especially the MSBs. By putting the same bits from adjacent

pixels in a byte as shown in [162], we can smooth out many bit transitions and reduce the

EM emission amplitudes. In addition, the more adjacent pixels grouped together in this
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Figure 5.14: The simulated EM emission strengths with no defense and with the proposed
grouped pixel smoothing in the transmission protocol design.

way, the fewer emissions there will be. Fig. 5.14 demonstrates the EM emission spectrum

calculated by the simulation model (Eq. (5.1)) when there is no such defense and when 8

and 128 pixels are grouped together for smoothing, respectively. Most of the strong emission

peaks at the multiples of the byte frequency (51 MHz) are mitigated by over 10 dB. Note

that the original protocol already groups 8 pixels together in transmission, so supposedly

8-pixel smoothing requires minimal modifications to the interface designs.

5.7.2 Discussion: Other Sensing Devices

We believe the threat of EM side-channel eavesdropping may be further extended to other

sensing devices.

Encoded Video Data Transmission. Although embedded systems widely use open-

standard image data transmission interfaces that send uncompressed RAW data, many tra-

ditional camera devices such as USB webcams still use proprietary interfaces that send

encoded (e.g., h264) video data. With such devices, the adversary cannot use the eaves-

dropping method of this work to directly reconstruct images. However, it is possible to

use machine-learning-based classifiers to recognize human-unintelligible EM signals because

image patterns can be recognized as long as the corresponding EM signals have sufficient

separability. We experimented with a Logitech C920x HD Pro webcam which transmits com-

pressed video data. We tried to classify 100 different face images recorded by the webcam

using its EM emissions. We simply use the EM signals’ Fast Fourier Transform coefficients

processed by Linear Discriminant Analysis and a self-built three-layer neural network clas-

sifier. Even with the crude features, we could achieve a test accuracy of 90.12% for the

100-class classification. This makes us believe the eavesdropping threat can affect a wider

range of cameras even if the adversary doesn’t understand how data is transmitted.

General Sensors. Every sensor peripheral has to transmit data to the central proces-

sors. Most sensors transmit unencoded plain data. Given that the data throughput of most
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sensors is much smaller than cameras, we believe the EM side-channel eavesdropping on other

sensors could be achieved even with less sophisticated equipment and data reconstruction

algorithms. In addition, eavesdropping on sensors used in industrial settings may not require

the adversaries to be physically isolated from the sensors. For example, an employee trying

to steal the secret specifications of a product that is being measured by a benchmarking

device may physically approach the automated device to collect EM signals.

5.8 Conclusion

This chapter provides experimental evidence to support H3, focusing on electromagnetic

side-channel leakage of camera data transmission interfaces. It further suggests that the

requirement of KR2 may not be met in most of the existing sensing systems because there

are no protection mechanisms for various types of sensor data transmission in existing sys-

tems. It remains an important direction to further characterize the physical leakage-enabled

eavesdropping risks against sensor data inputs. This chapter also shows how this problem

can be connected to previous TEMPEST research and the obvious semantic gap that needs

to be addressed in future research to apply the TEMPEST analysis framework to emerging

sensing systems. Finally, our investigation shows that there is a large room for designers to

improve both the hardware and interface protocol designs for better sensor data security.
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CHAPTER 6

Injecting False Information Through

Sensors Side Channels

6.1 Overview

Previous chapters have shown how secret information can be unintentionally captured by

sensors, especially when sside keeps increasing due to the higher sensitivity of emerging

sensing systems. In another threat model concerning sensor data integrity, adversaries may

be able to change how dsensor reflects the value of sint that the authentic users care about

by intentionally generating physical signals to interfere with sside. This chapter investigates

this hypothesis H3 with two case studies. In the first one [164], adversaries could use

intentional electromagnetic interference (IEMI) to change the output of temperature sensors

used in vaccine temperature cold chains, leading to spoiled vaccines and safety concerns

(Section 6.2). In the second example [133], IEMI could trigger keyboard inputs by interfering

with the signals perceived by the analog sensing circuits of both wired and wireless keyboards,

leading to DoS or targeted keystroke injections (Section 6.3).

6.2 Case Study: Controlling Temperature Sensor Read-

ings using Electromagnetic Interference

Protecting the global human population against COVID-19 depends on complex logistics

and transportation of vaccines, often at unusually low, cryogenic temperatures. Moreover,

malicious cybersecurity actors, both individuals and nation states, exist and have disrupted

the vaccine supply chain.

In January 2021, a large U.S. healthcare system asked for help to protect its refrig-

eration systems from radiofrequency (RF)-based analog cybersecurity threats against the

temperature sensors used in COVID-19 vaccine cold chain transportation and storage. It is
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well-known in the security research community that intentional electromagnetic interference

(EMI) can not only disrupt but also control the output of temperature sensors [230, 102].

With the goal of assessing potential RF-based risks facing COVID-19 vaccine cold chain

and deriving accessible methods for protection, the authors conducted experimental and

theoretical analyses that led to the following lessons learned:

• The experiments confirmed that EMI can disturb temperature sensors in cryogenic

freezers.

• Precautions of simple physical and administrative controls can considerably reduce the

risk of electronic tampering of the vaccine cold chain transportation and storage to

ensure safety and effectiveness.

• Interdisciplinary research between the fields of biomedical engineering and embedded

security results in discoveries that protect the health and safety of patients.

Multiple reports indicated that the U.S. quarantined more than 3,000 doses from Pfizer

and 16,000 doses from Moderna vaccine shipments after the sensors reported unexplained

anomalies in temperature readings [135]. During this event, which at the time of this writing

remained under investigation, a question arose of how to defend sensors from potential analog

cybersecurity threats.

Cybersecurity exploits can cause sensors monitoring the vaccine temperatures to detect

falsely higher and/or lower readings, leading to deceptively incorrect excursions from critical

temperature ranges. To ensure public confidence in the efficacy of the vaccines, it’s important

that cooling and monitoring systems operate within correct temperature ranges, even when

sensors are malfunctioning or subjected to the threats. Moreover, automated regulatory

compliance based on sensor readings could cause unintended, self-inflicted disruptions to the

supply chain: Vaccines with temperature excursions in sensor readings are required to be

recalled and analyzed by the manufacturer [100], causing further disruption to a vaccine in

short supply.

6.2.1 Threat Model & Background

6.2.1.1 Threat Model

This work assumes a threat model where a physical external adversary generates IEMI signals

in the vicinity of vaccine temperature monitors to control the readings of the temperature

sensor. The adversary aims to induce falsely higher or lower temperatures to endanger the

safety of the vaccines or disrupt the vaccine supply.
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6.2.1.2 Known Threats & Regulations

Intentional EMI used against off-chip temperature sensors has been shown to affect sensor

readings and thus disrupt the temperature monitoring and control of commercial devices

that use such sensors. For example, research has shown that intentional EMI can be used

to change the temperature readings of an infant incubator from a distance of 5 m or induce

a temperature excursion of up to 40°C in a shielded hybridization oven used in laborato-

ries [230].

The susceptibility of these devices depends on various factors, including the signal-

conditioning circuit used to process the sensor signal and convert it into readable values

for the users, the electronic components and materials used to fabricate the sensors, and

the control system that regulates the behavior of the device in the case of closed-loop sys-

tems. These types of vulnerable temperature sensors also are widely used in vaccine cold

chain transportation and storage [78]. Digital temperature loggers, which contain such sen-

sors, are suggested by the Centers for Disease Control and Prevention (CDC) for COVID-19

vaccine handling [100].

These sensors consist of sensing units made of thermocouples, resistance temperature

devices, or thermistors that transduce temperatures to electric signals. Subsequent signal

conditioning circuits then convert the electric signals (voltages) into digital temperature

readings (numbers). The threat arises because EMI can cause electric distortions on the

wires between temperature sensors and embedded computer systems.

Today, embedded systems cannot distinguish between the authentic electric signals gen-

erated by the temperature and those by intentional EMI. Thus, the embedded computer

systems will unknowingly accept false temperature readings from sensors fooled by inten-

tional EMI. In other words, a malicious party can use EMI to drive the temperature readings

for the vaccines higher or lower than its real value and cause false temperature excursions.

Because EMI essentially refers to radio waves that can penetrate walls, malicious parties

may launch this attack stealthily by generating EMI even in a different room from where

vaccines are kept.

Sensor device manufacturers typically use methods such as metal shielding of the circuits

and sensor probes to reduce the susceptibility to the interference. However, the real-world

effectiveness of these practices is difficult to predict. The authors conducted preliminary tests

of popular digital temperature loggers from two manufacturers that meet manufacturing

practices and guidelines for cold chain transportation (one compliant with the EN 12830

standard and the other compliant with the 21 CFR part 11 standard). We found that

both devices were susceptible to intentional EMI. In addition, we found that a real-time

temperature monitor used in hospital settings can be attacked, causing the sensors to falsely
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Figure 6.1: Experimental setup for measuring the temperature variation under intentional
electromagnetic interference attack with a foam box filled with dry ice.

report both higher and lower temperatures.

Effective EMI frequencies range from 350 to 1,100 MHz, which can be easily generated

with commercially available radio devices. With a maximum EMI output intensity of just

30 dBm (close to the maximum intensity of 3G mobile phones) and a distance of 0.1 m

between the EMI output device and the target temperature sensors, the maximum temper-

ature reading increase of the temperature-monitoring devices was +6°C and the maximum

decrease was –38°C. In comparison, the EN 12830 standard enforces a ±1°C measurement

error tolerance for temperature-monitoring devices and the CDC recommends ±0.5°C or less.

This degree of change in temperature readings can cause a critical temperature excursion

and compromise vaccine shipments and storage. Because the EMI output intensity decides

how large the electric distortion will be in the target sensor and how far the EMI signal can

travel, a higher degree of change in temperature readings or a longer attack distance also can

be achieved by a malicious party via use of higher-power radio devices. In an extreme case,

previous research has shown that a high-power microwave generated with civilian equipment

has the potential to perform a kilometer-range sabotage.

To show the impact of intentional EMI, we conducted a demonstrative experiment using

the real-time temperature monitor used in hospital settings to measure the cryogenic tem-

perature generated by dry ice in a foam box (Figure 6.1). Figure 6.2 shows how a malicious

attacker can control the temperature readings of the real-time temperature monitor. In the

tests, the malicious attacker causes controlled positive and negative temperature offsets by

using different EMI frequencies and increases the offsets by using higher EMI intensity.

6.2.2 Temperature Sensing Security Analysis

The difficulty of mitigating intentional EMI threats against off-chip temperature sensors is

threefold:

• Engineering efforts (e.g., RF shielding, EMI filters, twisted-pair cables) that make de-
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Figure 6.2: Real-time temperature monitor readings offsets under intentional electromagnetic
interference (EMI) attack with dry ice (at –77°C) in three different scenarios. Test 1 (left):
controlled positive and negative offsets resulting from 30 dBm EMI for 30 seconds; test 2
(center): controlled offset with increasing EMI intensity (20 and 30 dBm, respectively); test
3 (right): controlled rapidly changing offset.

vices pass the standard industrial electromagnetic compatibility tests have been shown

to be insufficient for preventing an intentional EMI attack [230, 99].

• Temperature sensors that already are designed, manufactured, and deployed cannot

be easily modified in a timely manner to mitigate intentional EMI threats because this

often requires sophisticated hardware/circuit component modifications (e.g. modifying

the signal conditioning circuit).

• Other countermeasures (e.g., sensor redundancy) might not effectively mitigate EMI

threats because closely located sensors (e.g., as found with small refrigerators or vaccine

transport boxes) can suffer from intentional EMI disruption during the attack and

distantly located sensors cannot measure the accurate temperature in the vicinity of

the vaccines. In addition, no standard technique currently exists for using redundant

temperature sensors to prevent sensor attacks.

As a result of conventional countermeasures being insufficient, a substantial gap exists

for mitigating intentional EMI threats against the vaccine cold chains in accessible and

nonintrusive ways. In the current analysis, we address this gap by proposing a few simple

measures that can effectively reduce the risk of malicious tampering with intentional EMI

to near zero through approaches such as physical administrative controls.

The effort that the attacker needs to exert and the type of attack model are the two key

points to consider when designing mitigation schemes. A malicious party needs to find certain

frequencies for the EMI signals that can most successfully affect the target temperature
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sensor. Some frequencies may increase the temperature reading, whereas others may decrease

it; this depends on the specific sensor device model and the deployment scenario, which affects

the electrical coupling path between the EMI source and target sensor.

To find the vulnerable frequencies for a particular temperature sensor, the malicious party

needs to attempt different frequencies and observe corresponding changes in temperature

readings. Without a feedback system, adversaries will have a difficult time guessing how

their EMI is affecting a sensor’s output. An adversary may consider a brute-force, wide-

spectrum attack in an effort to eliminate the need for finding the vulnerable frequencies, but

it comes at the cost of using considerably more expensive and rarer radio equipment that

supports a very wide band (hundreds of megahertz) of RF.

Because only certain vulnerable frequencies (e.g., the resonant frequencies of a target

device’s circuit) can be exploited by the adversary to cause traceable changes in temperature

readings, previous research on intentional EMI has focused primarily on vulnerable-frequency

attacks. In the current analysis, we also address mitigation of vulnerable-frequency attacks.

Generally speaking, two types of threat models exist: off-site and on-site exploitation. In

off-site exploitation, the attacker would know in advance the model of sensor devices being

used. The attacker could acquire the same equipment and find the vulnerable frequencies in

an off-site setting, then bring portable devices (e.g., walkie talkies, which are widely known

to emit strong EMI) customized at these vulnerable frequencies to the proximity of vaccines

and change temperature readings.

On-site exploitation, on the other hand, does not require prior knowledge of the sensor

device model. The attacker can set up a laptop with radio antennas and software- defined

radio devices, then tune the frequencies and observe corresponding temperature reading

changes on the spot. Of course, on-site exploitation requires more risk by the adversary,

who might be noticed to be in possession of radio equipment.

Finally, if an attacker does not know the exact model of the sensor device used, they may

use a combined approach in which they guess and buy similar products and obtain a list of

the vulnerable frequencies of these devices via off-site testing. Then, they can perform an

on-site exploitation by first trying those frequencies and observing whether the target device

has the same vulnerable frequencies. However, no guarantee exists that the devices will

share a similar range of vulnerable frequencies and, depending on the devices’ complexity,

the approach will require greater time and effort on the part of the adversary.
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6.2.3 Mitigation

The key to mitigating such threats is to increase the effort and time the attacker needs

to exert in order to find the devices’ vulnerable EMI frequencies and the appropriate EMI

output intensity. Several precautions can be easily taken to reduce the risks to a minimal

level: (1) cutting off the feedback, (2) keeping the sensor device model confidential, (3) hid-

ing/randomizing the location of the temperature-monitoring devices, (4) carefully selecting

sensors with a desired sampling rate, and (5) using temperature indicators that are less or

not susceptible to EMI.

Cutting Off the Feedback. The attackers cannot easily know if the EMI frequencies

used are the vulnerable frequencies if they cannot observe the change in temperature read-

ings. The feedback cutoff can be achieved by eliminating easily snooped monitor screens

and real-time temperature display on the temperature-monitoring devices. For instance, a

small blinder on the temperature display (similar to a gas station payment pump or voting

machine) can make snooping more difficult.

If easily snooped visual feedback cannot be eliminated, stand-off distances from the mon-

itoring devices should be enforced to prevent nonauthorized people from observing the read-

ings. A larger stand-off distance will also require a higher-power EMI output device in order

to affect the sensor, which increases the cost incurred by the malicious party.

Further, the temperature data should only be accessible to trustworthy parties when

necessary. Some temperature-monitoring systems also provide wireless communication func-

tionality and monitoring software, which expose additional attack surfaces for the attacker

to acquire the temperature- reading feedback. In this case, enforcing strong passwords and

authentication schemes is crucial.

Of note, although feedback cutoff is the most effective method to prevent on-site ex-

ploitation, technically it cannot prevent off-site exploitation, in which case the attacker is

the administrator of the duplicate target device that was acquired and therefore has unlim-

ited access to sensor readings. However, avoiding temperature sensor devices with real-time

temperature display can also greatly increase the effort of an attacker conducting an off-site

exploitation due to the burden of reading the data repeatedly in an asynchronous fashion.

Keeping the Sensor Device Model Confidential. Keeping the sensor device model

confidential is the most effective way to prevent off-site exploitation because, in this case, the

attacker cannot acquire a duplicate device to find the vulnerable frequencies in advance. But

similarly, this strategy alone cannot defend against on-site exploitation where the attacker

can test the real device on the spot if the device’s temperature-reading feedback is not cut

off or well protected.

Hiding/Randomizing the Location of Temperature-Monitoring Devices. Hid-
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ing/randomizing the location of the temperature-monitoring devices can reduce risk. After

the attacker finds the vulnerable frequencies, the degree of change in temperature readings

depends on the output intensity of the EMI source, as well as the distance and coupling

path between the EMI source and target sensors. The attacker faces the risks of using too

low intensity (so that no temperature excursions are caused) or too high intensity (so that

the temperature excursions appear as artificial, which could reveal the attacker’s existence).

Hiding/ randomizing the sensor locations can prevent attackers from knowing the distance

and coupling paths, greatly increasing the effort of the attackers for deciding the appropriate

output intensity and thus lowering risks of this threat.

Carefully Selecting Sensors with a Desired Sampling Rate. Carefully selecting

sensors with a desired sampling rate will reduce risk. The sample rate of a temperature

sensor is the frequency of updating the temperature readings. The lower the sample rate,

the slower the attacker will be able to identify the vulnerable frequencies because of the slow

feedback update. To maximize the effort the attacker needs to put forth, it is advisable to

select a temperature sensor/device whose maximal supported sample rate is closest to the

minimal sample rate necessary to effectively monitor vaccine conditions and ensure vaccine

safety.

For example, if the vaccine monitoring requires reading the temperature every 10 minutes,

choosing a sensor/device with the highest supported sample rate of one sample per 10 minutes

is recommended over using one that supports one sample per second and setting the device

to read the temperature every 10 minutes. Otherwise, the attacker could easily conduct

an off-site attack in which they set the duplicate device acquired to the highest supported

sample rate and thus find the vulnerable frequencies quickly. In the above example, the time

that the attacker needs to find the vulnerable frequencies can be in creased 600 times (10

min/1 s) by selecting the right sensor device.

6.3 Case Study: Injecting Phamton Keystrokes using

Electromagnetic Interference

Keyboard has been an indispensable input component of any computer setup since the

1970s [84]. As a fundamental peripheral input device, keyboard has been an object of

security research for decades. The majority of studies focused on how to eavesdrop on

the typed keystrokes (also known as keylogging) and their countermeasures [175, 64, 50,

115, 157, 79, 56, 169, 147, 237, 163, 158, 167, 182, 55, 194, 70, 210, 184]. Others have

tried injecting malicious fake keystrokes with reprogrammed USB devices masquerading as
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Figure 6.3: Keyboards are widely used in medical, industry, military, ATM, and other appli-
cations. Exploiting the vulnerabilities of the keyboard sensing mechanisms, GhostType can
perform DoS attacks to block the keyboard or inject random keystrokes and certain targeted
keystrokes.

keyboards [138, 180, 183, 67]. To prevent these fake keystrokes from directly manipulating

computers, keyboards are recommended to be vetted or authenticated in security-sensitive

applications [224, 77, 111, 117, 181, 140, 82]. Our study1 revisits keyboard security and

asks one more fundamental question: to which degree can we trust the keystroke sensing of

unaltered legitimate keyboards?

Trustworthy keystroke sensing lays the foundation to secure computer operations in var-

ious critical application scenarios, including medical [109], industry [139], military [80],

ATM [222], etc. Untrusted keystroke inputs could disrupt the operation of downstream

computers and result in unexpected consequences. However, the security of keystroke sens-

ing mechanisms has hardly been investigated by the security community. The main reason

is that keyboards are known for their high reliability, especially in comparison with the

touchscreen alternatives, which have been demonstrated to be vulnerable to electromagnetic

interference (EMI) [170, 241, 203]. Keyboards sense keystrokes based on a simple principle—

a keypress turns on/off a physical switch and therefore changes the received voltage level

indicator which is usually 3.3 or 5 V. The high voltage level is naturally more resistant to

conductive and radiative interference and keyboards are normally designed and tested for

electromagnetic compatibility (EMC). In addition, the long history of keyboard manufactur-

ing has given birth to false keystroke-prevention designs such as debounce and anti-ghosting

mechanisms. These factors seem to suggest a reduced attack surface of malicious exploits.

1Demos: https://sites.google.com/view/ghosttype-demo
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Our work aims to perform a security analysis of the overarching keystroke sensing mech-

anisms on modern keyboards and keypads. Specifically, we investigate whether unaltered

keyboards/keypads may sense adversary-controlled fake keystrokes other than the authentic

physical keystrokes from human inputs. As illustrated in Fig. 6.3, if an adversary is able to

inject fake keystrokes into a legitimate keyboard without touching it, she may stealthily ma-

nipulate the computer by disrupting normal user operations, deleting documents, shutting

the computer down, etc., depending on the specific keystrokes that can be injected by the

adversary.

6.3.1 Threat Model & Background

6.3.1.1 Threat Model

Adversary’s Goal. The adversary aims to contactlessly inject keystrokes into a keyboard

through intentional electromagnetic interference (IEMI), thus blocking keyboard inputs or

input keys to manipulate the connected computer. Our work considers two types of attack

outcomes:

(1) Denial-of-Service (DoS) Attack, where the adversary can completely block the

sensing of authentic keystrokes to disable user operations.

(2) Keystroke Injection, where the adversary can inject random keystrokes to make

the computer unresponsive and even crash, or inject certain targeted keystrokes of the

attacker’s choice.

We make the following assumptions for the adversary to achieve the aforementioned

attack outcomes:

Capability of the Adversary. We assume it is only feasible for the attacker to inject

keys using external EMI signals contactlessly. This happens when the attacker has no on-site

controls over the target keyboard’s hardware/software and cannot take apart or tap into the

keyboard or physically connect a malicious USB device in the form of BadUSB.

Knowledge of the Victim Keyboard. We assume the adversary knows the target

keyboard’s model, and she may obtain a similar keyboard for assessment beforehand. For

example, she may disassemble the keyboard to systematically analyze the matrix circuit and

scanning characteristics to retrieve the specifications by reverse engineering.

Attack Setup. We assume the adversary can hide the injection equipment by attaching

it under the keyboard’s desk or placing it at a distance from the keyboard. We also assume

the adversary can control the equipment remotely.
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6.3.1.2 Keyboard Sensing Mechanism

Keyboards are the most prevalent computer input device. There are several types of key-

boards, including membrane, mechanical, dome, capacitive, buckling-spring, hall-effect, and

optical keyboards. Membrane keyboards have been the most popular since the mid-1990s

because they are cheap and easy for mass production. Keyboards can have different numbers

of keys depending on the vendor and model, with most keyboards having 80 to 110 keys.

The typical workflow of a keyboard consists of three steps: keystroke sensing, scancode

transmission, and task execution. The keyboard processor employs the scanning algorithm

to scan the matrix circuit and sense keystrokes. Each key is assigned a unique identifier called

a “scancode” with a translation table stored in the keyboard processor’s memory. When the

processor detects a key being pressed, it compares the key’s coordinate on the matrix circuit

to the scancode translation table. It then reports the scancode to the host computer via

standard communication protocols such as PS/2, USB, and Bluetooth. After receiving the

scancode, the computer raises an interrupt to process the scancode and register a keystroke.

Finally, the operating system (OS) passes the keystroke information to applications.

Matrix Circuit Scanning. The keyboard is often designed in a special architecture

known as the matrix circuit. The matrix circuit is built by arranging switches/keys in a

grid-like array of M scanning lines (TXs) and N receiving lines (RXs) with one switch/key

at every intersection. There is no established standard for the design of the matrix circuit

layout, and a matrix circuit with M TXs and N RXs can support up to M ∗ N keys in

theory. Each RX is pulled up to remain in the logical-high state (“1”) in the idle state, and

the keyboard processor drops each TX to the logical-low state (“0”) in sequence to scan the

matrix circuit. When a key is pressed, as shown in Fig. 6.4, the circuit of the corresponding

TX-RX pair is closed. The scanning signal on TX is received by RX, resulting in RX being

dropped to the logical-low state.

Keystrokes Sensing. The majority of keyboards sense keystrokes on the principle of

detecting the logical state on the input GPIO. The keyboard processor employs a Schmitt

Trigger at the input GPIO to determine the input logic state. The Schmitt Trigger deter-

mines the input logic state by applying two threshold voltages: the high threshold voltage

VIH , and the low threshold voltage VIL. The keyboard processor detects a key as pressed

when an RX is dropped below the low threshold voltage VIL when a TX is scanned. The

generic values for VIH , and VIL are 2.0-2.5 V and 1.2-1.5 V for a 5 V system, 1.2-1.5 V and

0.6-0.8 V for a 3.3 V system respectively. The exact thresholds depend on the processor’s

electrical characteristics.

Capability of Handling Simultaneous Keystrokes. Key Rollover is the term used

to describe how many keys can be pressed simultaneously. A keyboard with n-key rollover
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Figure 6.4: (a) The keyboard arranges switches/keys in a grid-like array. (b) When a key
is pressed, a closed circuit is formed, and a corresponding RX is dropped to the logical-low
state.

(NKRO) can correctly detect and handle all keys being pressed simultaneously. Typical

general-purpose keyboards are 3-KRO to 6-KRO, and gaming keyboards usually support

NKRO.Keyboard Ghosting is the problem that some keyboard keys don’t work when multiple

keys are pressed simultaneously. This happens when three or more keys sharing rows and

columns are pressed simultaneously, and the connected circuit permits the current to flow

incorrectly. Keyboards typically use filtering logic to detect and block keystrokes before this

happens in software or employ diodes at each key to prevent the incorrect current flow in

hardware.

6.3.2 Keyboard Sensing Security Analysis

In this section, we perform a systematic security analysis of 15 off-the-shelf keyboards

through reverse engineering and uncover three vulnerabilities of keyboard sensing mecha-

nisms.

6.3.2.1 Vulnerabilities of Matrix Scanning

We disassemble 15 off-the-shelf membrane keyboards. An example of their internal structures

includes a keyboard processor board and a three-layered plastic matrix circuit board. The

keyboard processor board is linked to a USB cable with a magnetic ring to shield high-

frequency electromagnetic interference. The processor’s GPIO pins are connected to traces

on the matrix circuit board through physical contact.

Keyboard Sensing Characteristics Revealing. We use an oscilloscope to monitor

the signal on each GPIO pin of the keyboard processor. The signals on TX and RX without

and with a key pressed are illustrated in Fig. 6.5. The signal on each RX remains high in
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the idle state when no key is pressed, while the scanning signal on each TX is a pulse signal

with width w and scanning period TS. Thus, we first determine whether it is TX or RX by

measuring whether there is a pulse or DC signal on each GPIO pin. The results in Table 6.1

indicate that the most commonly used keyboard matrix circuit employs 18 TXs and 8 RXs.

We then measure each keyboard’s scanning characteristics, including idle state voltage VIdle,

pulse width w, scanning period TS and time difference ∆T between two adjacent TXs. The

results are summarized in Table 6.1, indicating that the scanning characteristics vary with

the keyboard vendor and model. We then hypothesize that the keyboard processor may be

spoofed by replaying the scanning signal into an RX according to the following two reasons:

(1) the processor determines whether there is a key by sensing RX’s logic state without

authenticating the received signals, and (2) the scanning signal is a simple negative pulse

signal that is not encrypted.

Wired Keystroke Injection. To validate our hypothesis above, we wire into an ar-

bitrary RX and utilize a signal generator to inject a pulse signal with the same scanning

characteristics as revealed in Table 6.1. Several keys were successfully injected, indicating

that the keyboard processor does not validate the authenticity and legitimacy of the re-

ceived signals. According to the keystroke sensing mechanism, keystrokes can be injected

by dropping the RX’s voltage to the low threshold VIL when a TX is scanned. Thus, we

change the values of the replayed pulse signal’s amplitude Vin, period Tin, and pulse width

win to test more diverse injection signals. We first decrease the amplitude Vin of the injection

signal in a 0.1 V step from VIdle. The result shows that keystrokes can be injected when Vin

satisfies Eq. (6.1) to drop the voltage at an RX across the GPIO’s low threshold voltage VIL.

For example, keystrokes can be injected into Cherry KC1000 keyboard and Logitech MK235

when Vin is higher than 3.4 V and 3.6 V, respectively.

VIdle − Vin ≤ VIL (6.1)

We then change the value of injection period Tin and pulse width win. The results indicate

that keystrokes can be injected only when Tin satisfies Eq. (6.2).

Tin =
Ts

k
, k ∈ N∗ (6.2)

This is because keyboards usually employ a debounce delay to ensure only one signal is acted

upon each key-down or key-up event to prevent spurious keystrokes, i.e., a key press/release

is only determined to be a keystroke if it is detected by two consecutive scanning cycles.

Thus, the injected signals must hold for at least two consecutive scanning cycles. Addition-

ally, keystrokes are injected at a higher speed when increasing the value of k. We also notice
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Figure 6.5: The keyboard processor continuously pulses each TX for a short duration in
sequence, and the scanning signal on the TX flows through the switch to RX when a key is
pressed.

multiple keystrokes are injected simultaneously when we increase win, and keystrokes are

injected occasionally or even not injected when we decrease win. The keyboard is blocked

when the number of injected keystrokes exceeds the keyboard’s key rollover capacity (Sec-

tion 3.9.1.1).

6.3.2.2 Vulnerabilities of Contactless Keystroke Injection

Potential Coupling Path for EMI Injection. The keyboard matrix circuit board is a

three-layered plastic sheet board with dense traces exposed on the upper and lower sheets

and cavities at each key location on the middle sheet. These TX and RX traces are irregular

and vary from keyboard vendor and model. Although keyboards are consumer electronics

that are expected to have adequate EM shielding, we found no anti-interference design on

the matrix circuit board for almost all keyboards except the magnetic ring of the USB cable

protecting the USB instead of the sensing circuit. We hypothesize these long exposed traces

can be exploited as potential EM coupling paths for EMI injections.

Feasibility Study of Contactless Keystroke Injection. We conducted a frequency

sweep test on a Cherry KC1000 keyboard to test the hypothesis. We employ a signal gener-

ator (SIGLENT SDG6032X), a power amplifier for EMI signal generation, and an antenna

for EMI signal transmission. We place the antenna under the keyboard matrix circuit and

conduct a frequency sweep test with a sinusoidal signal from 10 MHz to 100 MHz with a step

of 10 MHz and an amplitude of 1 Vpp. During the test, we can randomly inject keystrokes

into the keyboard at 30, 50, 60, 70, and 80 MHz only and block the keyboard at 20, 90, and

100 MHz. These results demonstrate that the matrix circuit traces act as the EM coupling

path for contactless keystroke injections, resulting in different attack outcomes.
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Table 6.1: Characteristics of matrix circuits and scanning signals retrieved through reverse
engineering.

Vendor & Model
Num. of

Keys (TXs, RXs)

Scanning Characteristics

VIdle TS w ∆T

Cherry KC1000 108 (18,8) 5 V 3.6 ms 15 us 200 us

ACER YKB913 104 (18,8) 5 V 4.0 ms 120 us 120 us

ACER KM41-2K 104 (18,8) 3.3 V 8 ms 35 us 35 us

A4TECH MK100 104 (18,8) 5 V 3.8 ms 110 us 130 us

A4TECH FG1010 98 (18,8) 3.3 V 2.4 ms 45 us 130 us

Logitech MK235 104 (12,11) 3.3V 4.0 ms 8.5 us 10 us

Logitech MK220 100 (12,11) 3.3 V 4.0 ms 8.0 us 11 us

Rapoo K150 104 (18,8) 3.3 V 8.2 ms 142 us 250 us

Rapoo X125S 104 (18,8) 3.3 V 7.9 ms 140 us 250 us

Dell KB522P 116 (18,8) 5 V 3.2 ms 10 us 30 us

Dell KM2123D 104 (18,8) 3.3 V 7.8 ms 120 us 160 us

Lenovo KM4800S 107 (18,8) 5 V 7.8 ms 230 us 250 us

BOW MK610 79 (16,8) 3.3 V 7.2 ms 180 us 300 us

6.3.2.3 Vulnerabilities of Hidden Keys

During the experiments, we observed an interesting phenomenon: keys that don’t exist on

the keyboard’s physical layout are injected. We call these keys “hidden keys”. For example,

we injected several hidden keys on a Cherry KC1000 keyboard, including function keys to

open the file browser, turn the volume up/down, make the media play/previous, and possible

ASCII codes for debugging such as “171”, “233”, “255”, etc.

Prerequisites of Hidden Keys. We found that the hidden key phenomenon occurs

because the keyboard matrix circuit is designed with a key at the intersection of TX and

RX without a physical switch. The key sets of keys on the matrix circuit and the keyboard’s

physical switches are Mp and Mk, respectively. Theoretically, Mk should be equal to Mp, but

in practice, Mk is a proper subset of Mp and Mp −Mp ∩Mk ̸= 0, which is the prerequisites

of hidden keys. The keyboard processor could handle all the input keys in Mk, and the set

of hidden keys Mhidden can be expressed as Mhidden = Mp − Mk. We believe that hidden

keys exist due to keyboard designers’ negligence in inspecting and removing the non-existent

keys from the keyboard processing firmware. This could be because it is more cost-effective

for manufacturers to develop one matrix for various products. Under normal circumstances,

these hidden keys will not be triggered because a human cannot close a nonexistent switch.

However, the adversary could inject every key on the keyboard matrix circuit to trigger

hidden keys, which may cause unexpected consequences to the downstream OS system and

software.
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Figure 6.6: Illustrations of (a) the traces on the upper and lower sheets, and (b) the ex-
periment setup of contactless keystroke injection via EMI. The keyboard is placed on a 5
mm-thick acrylic sheet, and the antenna is hidden under the sheet.

6.3.2.4 Effective Keystroke Injection via EMI

Fig. 6.7 illustrates the injection signal we designed for GhostType, where four parameters

can be configured, including frequency fin, amplitude vin, pulse width win and period Tin.

We design the injection signal as a pulse-modulated sinusoidal signal for two reasons: (1)

the pulse-modulated sinusoidal signal is the most commonly used in state-of-the-art EMI

injections [132, 241, 134, 201, 89, 88, 87, 86, 243], and (2) the feasibility of changing the

reading of GPIO pins by injecting sinusoidal signals has been demonstrated in [243, 201,

86] and our preliminary study in Section 6.3.2.2. As briefly mentioned in Section 6.3.2.1,

keystrokes can be injected when the injection signal satisfies two constraints:

• Constraint 1: The induced sinusoidal voltage Vemi(t) at an RX needs to drop below

VIL when a TX is scanned to be sensed as a keystroke.

• Constraint 2: The injection signal needs to be injected during at least two consecutive

scanning cycles because of the debounce mechanism.

To understand how to satisfy these constraints, we investigate the voltage and timing re-

quirements of the injection signal to establish the theory of effective keystroke injections

via EMI. First, we analyze the requirements of frequency fin and amplitude vin to inject

keystrokes effectively. Then, we analyze the requirements of width win and period Tin to

perform the single- and multiple-keystroke injections.

Requirements of frequency fin and amplitude vin. For a sinusoidal signal with

frequency fin and amplitude vin, the induced voltage coupled into the keyboard’s RX is an
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Figure 6.7: The injection signal designed for effective keystroke injections is a pulse-
modulated sinusoidal signal with frequency fin, amplitude vin, pulse width win and period
Tin.

AC signal Vemi(t) that varies with time t, which can be expressed as Eq. (6.3).

Vemi(t) = Ecvinsin(2πfint+ φ0) (6.3)

where Ec is the coupling efficiency since the injection signal is coupled into the victim matrix

circuit by means of the magnetic coupling mechanism. And the signal Sin in Fig. 6.7 can be

expressed as Eq. (6.4).

Sin =

{
Vemi(t) kTin < t ≤ win + kTin

0 otherwise
(6.4)

where Sin is a pulse-modulated sinusoidal signal and Tin is the period of the injection signal

and k ∈ N.
To meet the first constraint to inject a keystroke when the m-th TX is scanned, the

voltage requirement of the injection signal Vemi(m∆T ) can be expressed as Eq. (6.5) by

combining Eqs. (6.1) and (6.3).

Evvinsin(2πfinm∆T + φ0) ≥ VIdle − VIL (6.5)

where m∆T represents the scanning time of the m-th TX, m = 1, 2, ...,M , VIdle − VIL is a

constant, and M is the number of TXs. The specific values of VIdle and VIL are keyboard-

dependent, which can be measured through reverse engineering. Since the frequency of

injection signal fin (several MHz) is more than three orders of magnitude greater than the

frequency of the scanning signal fs (several kHz), the timing relationship between the attack
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Figure 6.8: (a) The timing relationship between the injection and scanning signal. (b)
Illustration of the requirements of the injection signal.

and each TX’s scanning signal can be expressed as Eq. (6.6).

∆T = ktin +∆t, 0 ≤ ∆t < tin and k ∈ N (6.6)

Substitute Eq. (6.6) into Eq. (6.5) and simplify, the voltage requirement of the injection

signal can be expressed as Eq. (6.7).

sin(2πfin∆tm+ φ0) ≥
VIdle − VIL

Ecvin
, m = 1, 2, ...,M (6.7)

where ktin vanishes because fintin = 1, and 0 ≤ fin∆t ≤ 1. Thus, sin(2πfin∆tm + φ0)

becomes a discrete function of m. The solid dots represent the injected voltage on the RXs

when a TX is scanned, and the blue dashed line represents the threshold (VIdle − VIL)/Ecvin.

Since max(sin(·)) = 1, the sinusoidal signal has no intersection with the blue dashed line

when VIdle − Ecvin > VIL, i.e., Eq. (6.7) is unsolvable and there is no keystroke injected.

When VIdle −Ecvin ≤ VIL, the blue dashed line gradually moves down, and more keystrokes

are injected as vin increases. Thus, the minimum injection voltage is vin = VIdle − VIL. The

red dots in Fig. 6.8 (b) represent successful keystroke injections when the corresponding TX

is scanned. Besides, we can change the value of φ0 to inject keystrokes from different TXs.

Faraday’s law of induction states that the coupling efficiency Ec strongly depends on the

injection signal frequency fin. Thus, we must choose an appropriate combination of fin and

vin to satisfy Eq. (6.7) to inject keystrokes contactlessly.

Prior works usually try to maximize Ec by analyzing the resonant coupling frequency fres.

However, analyzing fres is both difficult and unnecessary for our attack for the following two

reasons: (1) Difficult: The resonant coupling frequency fres is determined by the geometry
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Figure 6.9: (a) The minimum voltage vin required for keystroke injections at different fre-
quencies fin. (b) The number of simultaneously injected keys with different pulse widths
win.

of traces and the keyboard’s matching network impedance, which is difficult to calculate

theoretically because traces are complex and different on each keyboard, and there are no

publicly available high-frequency keyboard processor models. (2) Unnecessary: Keystrokes

can be injected at a wide range of frequencies, not just one. Although the coupling effi-

ciency Ec fluctuates with frequency, it can be easily overcome by increasing the amplitude

vin. Therefore, we can sweep the frequency across a wide band, determine the injection

frequency candidates {f1, f2, . . . } for relatively high power transfer, and then increase vin to

satisfy Eq. (6.7). It is important to note that the high-power EMI attack is power-hungry

and may interfere with other devices to make them easily detectable. Thus, to make the

injection energy-efficient and undetectable, attackers must select optimal injection frequency

candidates with higher Ec to perform keystroke injections with a relatively low vin.

We validate this by conducting a frequency sweep experiment on three keyboards and

changing the amplitude vin at different injection frequencies to determine the minimum re-

quired amplitude under a successful keystroke injection frequency. The results in Fig. 6.9(a)

show that keystrokes can be injected at a wide range of frequencies and the minimum re-

quired amplitude varies in a non-linear pattern at different frequencies, indicating that some

frequencies are more advantageous to an EMI injection than others. We can choose these

more advantageous frequency candidates to perform a more powerful keystroke injection.

To meet the second constraint, Eq. (6.5) and Eq. (6.8) must be satisfied simultaneously.

Vemi((m+M)∆T ) ≥ VIdle − VIL

Ecvin
(6.8)

where M is the number of a keyboard’s TXs. Keystrokes are continuously injected when

satisfying Eq. (6.9).

sin(2πfin∆tm+ φ0) = sin(2πfin∆t(m+M) + φ0) (6.9)
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When ∆t = 0, i.e., ∆T = ktin, Eq. (6.9) holds. The injection constraint of the debounce

mechanism is automatically satisfied. When ∆t ̸= 0, a sufficient and necessary condition to

satisfy Eq. (6.9) is

fin ·∆t ·M = C, C ∈ N (6.10)

Combining Eqs. (6.6) and (6.10), tin and ∆T need to satisfy the relationship in Eq. (6.11)

to inject a keystroke.
∆T

tin
= k +

C

M
, k ∈ N∗ (6.11)

Since ∆T is two orders of magnitude greater than tin, many solutions exist for Eq. (6.11).

This conclusion is further demonstrated in [133], where keystrokes can be injected at a wide

range of frequencies with the 48 off-the-shelf keyboards. When Vemi(m∆T ) ̸= Vemi((m +

M)∆T ), keystrokes can only be injected periodically because Eq. (6.5) and Eq. (6.8) can be

partially satisfied simultaneously in a sinusoidal signal period, which is inefficient and not

the goal in this paper.

Requirements of width win and period Tin. We investigate the requirements of win

and Tin to perform single- and multiple-keystroke injections. We can configure the value of

width win and period Tin to change the number of injected TXs. win can be expressed as

Eq. (6.12) and Tin satisfies Eq. (6.2).

win = ktin, k ∈ N (6.12)

where k is the cycle of a sinusoidal wave. When Tin = Ts, single and multiple keystrokes can

be injected by satisfying Eq. (6.13) and Eq. (6.14), respectively.

Single Keystroke : w ≤ win < ∆T (6.13)

Multiple Keystrokes : win ≥ w + k∆T (6.14)

where ∆T is the time difference between two adjacent TXs and k ∈ N. When Tin = Ts/k

and k = 2, 3, . . . , multiple keystrokes are injected . We validate this by conducting keystroke

injections on three different keyboards. The results in Fig. 6.9(b) demonstrate that we can

configure the value of win to inject single or multiple keystrokes simultaneously. The larger

win is, the more keystrokes are injected simultaneously.

6.3.3 Mitigation

To mitigate the vulnerabilities of keystroke sensing mechanisms, we provide insights into

potential hardware and software mitigations gleaned from our investigations.
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Shield Keyboards with Metal Materials. Keyboards with a steel plate underneath

the matrix circuit are less susceptible to EMI injections when the injection antenna is placed

underneath the keyboard. It is worth noting that adversaries can still use the antenna

above the keyboard to attack keyboards shielded with merely a metal plate underneath.

We recommend that keyboard manufacturers employ metal enclosures as a straightforward

countermeasure to protect both sides of the keyboard from EMI injections.

Enhance the Keystroke Sensing Mechanism. We believe keyboard manufacturers

could improve the keystroke sensing mechanism in four ways. (1) Randomize the scanning

signal waveform. The keyboard sensing mechanism can be spoofed primarily because the

keyboard processor does not verify whether the received keystroke scanning signals came from

the keyboard’s TX. To ensure trustworthy keystroke sensing, we propose that the keyboard

randomize the scanning signal waveform to be employed as the “verification signal”. When a

pressed key completes a circuit, the keyboard controller checks if that, and only that signal,

is received on the appropriate RX pin. (2) Redesign the scanning signal’s parameters. Our

simulations revealed that decreasing the value of time difference ∆T between the two adjacent

TXs considerably reduced the success rate of phantom keystroke injections. As a result,

keyboard engineers can design appropriate scanning parameters to make the keyboards less

vulnerable to GhostType. (3) Randomize the scanning sequence to make it difficult for

adversaries to predict when and which TX is scanned to inject specific keystrokes into the

targeted RX. (4) Detect and remove hidden keys using the proposed test method to avoid

unexpected consequences.

6.4 Conclusion

This chapter provides evidence and analysis for hypothesis H3, showing how adversaries can

affect the integrity of sensor data by exploiting side channels in sensor hardware to inject false

information. It focuses on IEMI, one of the most generic types of threat against electronic

sensing systems, and reveals the lack of verification mechanisms in existing sensing systems.

Simple mitigations can leverage the fact that such physical signal-based manipulations are

generally sensitive to the variations of attacker-target relative positions. However, more

fundamental solutions that verify sensor signal authenticity need to be further researched

and implemented on the hardware-software interfaces to provide fundamental protections.
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CHAPTER 7

Utilizing Sensor Side Channels for

Multimodal Sensing

7.1 Overview

While previous chapters have extensively investigated how the side channels in sensors (i.e.

sside in Equation 2.1) could negatively affect the security and privacy of sensing systems,

this chapter investigates how such channels can be utilized by system defenders to improve

the security of these systems. Centered on hypothesis H4, this chapter proposes the con-

cepts of virtual sensor synthesis from sensor side channels and investigates how it enables

multimodal sensing with a single hardware sensor for authentication [161]. To that end,

we revisit the concept of sensor side channels and extend the generic model in Section 2.2

into authentication settings. Using a camera-sensing example, we show how the motion side

channel information in videos can be used to protect existing smartphone face authentication

systems from silicon mask spoofing attacks.

7.2 Synthesizing Virtual Sensors from Side Channels

Sensor side channels enable an adversary to violate integrity of sensor outputs by influencing

or controlling the sensor with transduction attacks [247, 107], or to eavesdrop on sensitive

information and compromise confidentiality by exploiting flaws in sensor and system de-

signs [172, 63, 45, 208]. For example, the eavesdropping example PIN Skimmer [208] shows

that adversaries can infer smartphone touchscreen inputs by exploiting side channel mo-

tion information captured by smartphone cameras. While the security research community

invested significant effort identifying and mitigating analog sensor side channels, our work

argues that it can be beneficial to embrace, understand, and control analog sensor side chan-

nels instead of simply eliminating them. This is motivated by our observation that such side
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Figure 7.1: Sensor side channels are different from conventional side channels as they measure
the measurement processes instead of computation processes. Sensor side channels can
measure the byproduct, measurer, and environment to verify authenticity of intended sensor
measurands.

channel information may also be used for authentication. For example, extensive research

has been conducted on using dedicated motion sensors to capture smartphone touch dynam-

ics for continuous implicit user authentication [220]. Relating it to PIN Skimmer, a natural

question arises as to whether cameras support such authentication when dedicated motion

sensors are not available. We thus propose and investigate the problem of how to utilize sen-

sor side channels for defensive purposes such as multimodal authentication by synthesizing

virtual sensors from them.

Side channels are inherent to analog sensors’ physics. There exist a considerable number

of potential sensor side channels besides those revealed by transduction and eavesdropping

attacks. However, most of these side channels are deliberately “closed” in the design phase by

employing mitigation mechanisms such as calibration and noise reduction. It is foreseeable

that sensor and system designers will also try to mitigate newly discovered side channels.

This work argues a different perspective and approach to embrace such sensor side channels.

If these side channels can be used in a beneficial way, we envision future designs allowing

mitigation mechanisms to be strategically disabled or downgraded when needed such as

during authentication sessions.

We provide a preliminary analytical framework for modeling analog sensor side channels

and explaining the origins and characteristics of them. The framework categorizes sensor

side channels according to their separability from intended signals and whether they have

controllable mitigation mechanisms. Based on the framework, we define the problem of

virtual sensor synthesis for multimodal measurand authentication and summarize three pos-

sible ways of applying this approach (Figure 7.1). First, by verifying signatures of signal

byproducts and asking the question “What is the probability that Alice generated both the

measurands and byproducts?” Second, by verifying the person performing the measurement

and asking “What is the probability that Alice generated the measurands if Bob was the
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measurer?” Third, by verifying the environment of the measurement process and asking

“What is the probability that Alice generated the measurands if the measurement was taken

in location B?”

A proof-of-concept case study further concretizes the concepts and related considerations

by studying a camera motion side channel that enables cameras to sense out-of-sight mo-

tion. This side channel is caused by mechanical connections between camera devices and

adjacent objects in motion such as a hand holding the camera. We propose a methodology

for synthesizing virtual inertial measurement units (IMUs) from this side channel that can

extract both inter-frame low-frequency and intra-frame high-frequency motion information.

The case study discusses this side channel’s potential application in helping facial recognition

systems defend against 3D silicon mask spoofing attacks by verifying postural hand tremor

motion of the person holding the camera device. Preliminary test with 4 people suggests the

camera motion side channel help reduce false positive rates by up to 87.5%. It also shows

that disabling video stabilization enables higher performance, emphasizing the benefits of

strategically disabling side channel mitigation mechanisms. Finally, we discuss the possible

issues of temporarily opening sensor side channels during authentication and the directions

future works may take to address the issues.

7.3 Problem Formulation

This section defines the problem of using sensor side channels for measurand authentication.

Our paper proposes the concept of using sensor side channels for authentication as a new

direction of research for the community. We also fill a gap by suggesting a mathematical

definition of sensor side channels, beginning with a framework for defining and categorizing

sensor side channels. We then introduce the problem of synthesizing virtual sensors and

using them for multimodal sensor measurand authentication.

7.3.1 Sensor Side Channel Analytical Framework

Following the model in Section 2.2, a sensor can be modeled as a function that maps physical

measurands to digital measurements over time. A measurand is a quantity that a sensor

intends to measure [110]. Different types of sensors are designed to measure different modal-

ities of measurands such as sound, temperature, motion, etc. Users who are informed of the

apparent purpose and specifications of sensors often see a sensor as the following function
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over a single variable of the measurand:

m = f(s
int
) (7.1)

where m and s
int

denote the digital measurements and analog measurand respectively and

f(·) denotes the sensor.

7.3.1.1 Sensor Side Channels

Although Equation 7.1 provides average sensor users a clean and easy abstraction, actual

sensor implementations are much “dirtier’ and introduce numerous hidden variables to the

equation that result in unintended components in measurement m. For instance, every

conductor wire can be regarded as an unintentional antenna, leading to side channels that

convert electromagnetic energy to measurements of non-electromagnetic sensors [99, 230]. In

this case, hidden variables related to electromagnetic energy in the environment should be

added to Equation 7.1. Another example of such variables is temperature. Semiconductors

made of silicon are inherently sensitive to heat due to its ability to excite electrons. So

technically, Equation 7.1 should also include temperature as a variable. Electromagnetic

energy and temperature are just examples of hidden variables associated to the underlying

physical characteristics of devices. There are also hidden variables caused by design flaws

and uncontrollable variations in the manufacture processes. Thus, Equation 7.1 should be

modified to enable a side channel-aware modeling of sensors:

m = f(s
int
, s

side
), s

side
= [sv1 , sv2 , ...] (7.2)

where s
side

represent the set of all these hidden variables that can potentially lead to side

channels attacks.

The comparison between Equation 7.1 and 7.2 shows that the gap between users’ under-

standing and sensors’ actual implementation gives birth to sensor side channels. On a high

level, we believe the gap can also be attributed to the insufficient specifications of legitimate

and illegitimate sensor behaviors in the existing system’s security policies. Note that this

differs from conventional non-sensor side channels where side channels bypass the clearly

specified security policies [108]: there are often no dedicated security policies for sensors yet

in existing systems.

Sensor side channels are sometimes more conceptually difficult to recognize than con-

ventional non-sensor side channels such as differential power analysis channels. The reason

is that non-sensor side channels are used to mainly measure computation processes where

there exists a clear boundary between computation and measurement whereas sensor side
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channels are used to measure the measurement processes themselves (Figure 7.1).

A possible way of identifying sensor side channels is to test the hypothesis that the analog

signal of a variable vi correlates with m with certain significance, i.e.,

|Corr(m, svi)| > α, svi ∈ s
side

(7.3)

where α is a threshold value. Note that this work does not discuss the actual choice of

threshold values and correlation functions since they can be flexible depending on the actual

application scenarios and security requirements. In cases where it is challenging to project

m and svi to the same vector space in order to compute correlation scores, other methods

such as supervised classification can also be used if svi can be converted into data labels.

7.3.1.2 Separability and Controllability

The unintended components in the measurements are caused by the existence of s
side

and can

be either separable or inseparable from the intended components. The separability between

the intended and unintended components is the key that decides whether a side channel can

be mitigated and controlled or not. Conceptually, separable components can be defined as

the following: there exists at least one function f̃(·) that can break m down into intended

and unintended components such that those components only correlate (with significance)

with the measurand and other hidden variables respectively, i.e.,

∃f̃(·) s.t. f̃(m) = [m
int
,m

side
], m

side
= [mv1 ,mv2 , ...],

|Corr(m
int
, s

int
)| > αi1, |Corr(mvi , svi)| > αi2,

|Corr(m
int
, svi)| < βi1, |Corr(mvi , sint

)| < βi2 (7.4)

When a sensor side channel has separable components, we say it is a separable side chan-

nel. Separability is decided by sensor implementation f(·). Side channels with inseparable

components in existing sensor implementations led to the various unsolvable attacks against

sensors because designers cannot extract only the intended components.

Theoretically, those with separable components can be mitigated by mechanisms referred

to as compensation, calibration and noise reduction. Such mitigation mechanisms can be

abstracted as another function g(·) that suppresses the unintended components in the output

of f̃(·), i.e., g(f̃(m)) = m
int
. If the mitigation mechanisms can be both turned on and off,

the user of the sensor system then have full control of the sensor side channel. We call such

a sensor side channel controllable:

• A controllable sensor side channel is one whose corresponding unintended measure-
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ment component is separable from the intended component and can be suppressed by a

mitigation mechanism that can be enabled and disabled.

7.3.1.3 Examples

We provide some existing examples of each category of sensor side channels to shed light on

the differences and possible future evolution.

Inseparable. The Gyrophone eavesdropping attack [172] and its follow-up works [63, 45]

use an aliasing-enabled inseparable acoustic side channel in smartphone IMUs to recover

speech. These IMUs have intended acceleration and angular velocity measurands mostly

under the frequency range of human speech. However, due to the lack of effective analog

low-pass filtering before the ADC, aliases of the high-frequency speech signals exist in the

output of ADC and enable adversaries to recover speech information. Furthermore, the

aliases cannot be separated from the intended motion signals since they are in the same

frequency range. Intuitively, adding analog filters to the sensors make this acoustic side

channel separable. In order to be controllable, the sensor API may further allow CPU to

enable and disable the filters.

Separable But Uncontrollable. Those seemingly intact sensors that have not been

reported vulnerable to side channel-based attacks also have inherent side channels, but just

in a suppressed manner thus these channels are not exposed to attackers. Take sensors’ heat

sensitivity mentioned in Section 7.3.1.1 as an example. MEMS humidity sensors, gyroscopes,

accelerometers, etc., are widely equipped with temperature-compensated designs or online

thermal calibration procedures [248, 105, 71]. It can be anticipated that if the compensation

and calibration mechanisms can be temporarily disabled, these sensors’ measurements will

exhibit significant correlation with the ambient temperature. In this way, the separable side

channel becomes controllable.

Controllable. There already exist sensors with controllable side channels. A good

example is handheld cameras getting equipped with video stabilization mechanisms. Camera

motion is often regarded as side effects that degrade the quality of the intended signal,

i.e., the scene in the field of view of the camera [250]. Video stabilization mechanisms,

including electronic image stabilization (EIS) and optical image stabilization (OIS), etc.,

are implemented to mitigate these side effects by optically or electronically reducing the

unwanted image scene movements caused by camera motion. Many operating systems such

as Android allow app developers to choose if these video stabilization mechanisms will be

turned on or off when the underlying camera hardware offers the API to control it. However,

it is worth noting that such existing controllable side channels are most likely byproducts

of OS designers’ conventions of providing more fine-grained interfaces, especially for open-
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source OS like Android which allows users to control EIS and OIS separately. In contrast,

iOS does not allow explicit and separate control of EIS and OIS. Such a large degree of

control is provided to support more potential use cases and enhance usability. For example,

users may want to disable smartphone’s built-in optical image stabilization when using an

external gimbal because the two can interfere with each other and produce extra image

distortions [6]. To the best of our knowledge, these existing controllable side channels have

not been explored to enhance the security of systems.

7.3.1.4 Summary

It is possible to convert existing inseparable or uncontrollable side channels into controllable

side channels by improving sensor designs, as has been suggested by the increasing popu-

larity of video stabilization in cameras. Thus, it is important to think from a perspective

of technology development when considering benefits of sensor side channels. Furthermore,

protecting physical sensors from side channel attacks often already means transforming in-

separable side channels to be separable. With some additional effort of making mitigation

mechanisms controllable instead of forever-on, sensor side channels can be used in a benefi-

cial and controlled manner. The following discussions assume sensors have controllable side

channels.

7.3.2 Measurands Authentication Using Synthesized Virtual Sen-

sors

7.3.2.1 Virtual Sensor Synthesis.

A virtual sensor is a function that maps m to mvi . Ideally, the construction of f̃(·) in Equa-

tion 7.4 already presents such an overarching function that can measure both the intended

and side channel components. Such construction is apparently challenging since it needs to

consider all possible side channels. Actual implementations can reduce the level of challenge

by focusing on maximizing |Corr(mvi , svi)| and −|Corr(mvi , sint
)| for only the set of targeted

hidden variable {vi}. We denote such a function specifically crafted for {vi} as f̃{vi} and call

them virtual sensor functions.

7.3.2.2 Problem Definition

We define the problem as a binary hypothesis test in a comparative manner by first refer-

encing to the unimodal authentication on the physical sensor’s measurand alone. Without

virtual sensors, objects in Equation 7.1 including m, s
int
, and f are all that the designer of
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the authentication system can perceive. Let there be a measurand with a true identity L

and a claimed identity L̃. The H1 and H0 hypotheses are L̃ = L and L̃ ̸= L respectively.

Denote the unimodal authentication system as Au : m → {1, 0}, where it declares H1 and

H0 when outputting 1 and 0 respectively. We can then define the total error of the unimodal

system Eu as

Eu = c1P[declare H1|H0] + c2P[declare H0|H1]

= c1E[Au(m)|H0] + c2E[1−Au(m)|H1] (7.5)

where P[·|·] and E[·|·] denotes conditional probability and expectation respectively, c1 and c2

denote the cost coefficients for false positive and false negatives respectively.

Similarly, a multimodal authentication system with n synthesized virtual sensors can be

denoted as Am : [m
int
,mv1 , ...,mvn ] → {1, 0}. The total error Em is defined as

Em = c1E[Am([mint
,mv1 , ...,mvn ])|H0]

+ c2E[1−Am([mint
,mv1 , ...,mvn ])|H1] (7.6)

As a result, the problem of synthesizing virtual sensors to authenticate the measurand

in a multimodal manner can be defined as:

• Constructing virtual sensor functions f̃{vi} and multimodal authentication system Am

such that better performance is achieved for measurand authentication, i.e., Em−Eu <

0.

7.3.2.3 Security Properties

Although multimodal authentication using synthesized virtual sensors look similar to that

using multiple physical sensors, it provides two different security properties.

First, it works with existing devices and media that only have a single physical sensor’s

data. Although high-end devices like smartphones are equipped with multiple physical sen-

sors, there still exist lower-end devices that only serve a single purpose such as ultrasonic

proximity detectors and humidity monitors. Furthermore, sometimes it is needed to verify

the identity of an object such as a photograph that has already been generated with only a

single sensor. In this case, synthesized virtual sensors can extract additional information in

a retrospective way.

Second, it potentially provide more robustness against spoofing attacks on individual

sensors. The level of attack difficulty depends on the complexity of f̃ , i.e., how difficult it is

to decouple and then modify different measurement components. Using multiple individual
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sensors such as cameras, accelerometers, etc., is equivalent to having a f̃ that does not

need to decouple anything at all since the inputs already separated. Conceptually, if we

regard the measurements corresponding to different virtual or physical sensors as random

variables, we can then regard their variances and covariances as the entropy provided for

authentication [176]. Virtual sensors potentially provides more entropy because the coupling

between them adds to the covariances. Such entropy originates from the intrinsic physics of

sensors.

7.3.2.4 Application

The general problem definition can be applied to different sources of side channel variables

whose signatures correlate with the claimed identity of the measurands. Depending on the

sources, we believe synthesized virtual sensors can be applied in the following three ways to

verify authenticity of measurands.

Byproduct Verification. A physical process generating intended measurands is likely

to generate other forms of energy as byproducts. Let us explore the example of a loudspeaker

that replays a person Alice’s speech recordings while a nearby microphone is listening to this

replay. Say there is someone claiming the speech audio collected by the microphone is coming

from Alice herself speaking live and an investigator tries to verify this claim. The investigator

finds out that the loudspeaker also generates unintended, secondary byproducts in the form

of structure-borne vibrations, electromagnetic emission, heat, etc., which may be sensed by

virtual sensors synthesized from the microphone’s side channels. So, if these byproducts

exist, the investigator knows it is not likely a legitimate recording of Alice’s voice. In this

case, the core authentication question can be summarized as “What is the probability that

Alice generated both the measurands and byproducts?”

Measurer Verification. A Measurer is the person who makes measurements with a

physical sensor. Measurers themselves generate unintended emissions taking the form of

physical signals containing certain signatures that correlate with the identity of measurands.

For example, say there exists an unmodified photo of a person who is claimed to be Alice

and an investigator tries to verify this claim. The investigator managed to find out that

the camera operator who took this photo, i.e., the measurer was Bob because Bob was

speaking when he took the photo and his speech induced identifiable image blurs through a

camera motion side channel. If the investigator also knows that Bob has never been in the

vicinity of Alice, then the investigator knows the person in the photo is not Alice. Obviously,

measurand authentication through measurer verification may require higher-level contextual

information compared to byproduct verification. The core authentication question is “What

is the probability that Alice generated the measurands if Bob was the measurer?”
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Environment Verification. Similar to measurer verification, verifying the environment

surrounding measurands also allows one to authenticate the measurands. Take the same

example above. Say the photo has a temperature side channel that shows the ambient

temperature was 104°F/40°C at the time of generating the photo, pointing to a location B.

If the investigator knows Alice has never been in location B, then the investigator knows the

person in the photo is not Alice. The core authentication question is “What is the probability

that Alice generated the measurands if the measurement was taken in location B?”

7.4 Case Study

The case study demonstrates how to use camera motion side channels (Section 7.3.1.3) to

synthesize virtual IMUs that can collect postural hand tremor information for measurand

authentication in facial recognition applications. It can be regarded an example of both

byproduct and measurer verification.

7.4.1 Primer

7.4.1.1 Postural Tremor Information.

Tremor is the involuntary rhythmic movement of a human body part caused by recipro-

cal innervations of muscles. Such involuntary movements are present in all people, with

those found in healthy people and disease conditions (e.g., Parkinson disease) classified as

physiological and pathological tremor respectively [225]. Clinical research finds that tremors

measured by accelerometers can effectively predict the category of tremors. Some works

further show that hand tremors measured by accelerometers and gyroscopes are unique to

an individual and stable over time, suggesting the feasibility of using tremors as a biometric

for personal identification [174, 93].

7.4.1.2 Threat Model.

We study a threat model of spoofing attack against smartphone facial recognition systems

where imposters are assumed to launch a silicone face mask spoofing attack [190]. To better

show the effectiveness of the synthesized IMUs, we further assume the silicone mask perfectly

mimics the face of the victims. During the attack, the imposter wears the silicone mask and

holds the victim’s smartphone for authentication. Our objective is to extract camera motion

from videos that represents the postural hand tremor of users to defend against such perfect

silicone mask attacks.
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It is worth noting this particular case study’s threat model requires users to hold their

phones in their hands during facial recognition as the contact between their phones and hands

provides a propagation path for the vibration information of hand tremor. We believe this

is also the most frequent situation seen in smartphone-based facial recognition applications.

Nevertheless, there do exist some circumstances where users may want to place their phone

on a table during authentication. Our tremor recognition with synthesized virtual IMUs will

not work in this case due to the lack of camera motion. Similarly, a spoofing attacker cannot

authenticate successfully in this case without providing the camera the correct motion. To

enable users to authenticate without holding their phones, we believe future works may look

into other sensor side channels that acquire a different type of user biometric information

such as body-radiated electromagnetic/heat energy without requiring direct contact with the

phone.

7.4.2 Synthesis Methodology

Different methodologies can be used to synthesize virtual IMUs from camera motion side

channels. For example, a completely model-based methodology requires understanding f(·)
and f̃(·). Although the most accurate, it requires thorough understandings of every targeted

camera system and is challenging. Another possible methodology is to completely rely on

neural network to process the raw videos and let the network figure out f̃{vi}, which is similar

to previous work of inferring sounds from object motions in videos [185]. This methodology

requires intensive computation resources and data collection. This work focuses on the

middle ground by investigating a model-informed methodology that constructs f̃{vi} based

upon the concepts of image registration. Image registration is the process of overlaying two

or more images of the same scene that are taken at different times, from different viewpoints,

and/or by different sensors [262]. The methodology aims to extract both inter-frame motions

and intra-frame motions.

7.4.2.1 Understand Motion Modulation.

To construct f̃{vi}, the first step is to understand how motion signals are modulated onto

image streams. We analyze the motion modulation process from two different perspectives.

Frame Transformation. The frame transformation perspective considers changes of

the frames subjected to camera motions as 2D image transformations. Figure 7.2 shows the

possible image transformations corresponding to motion on each one of the six real-world

axes and the measurements of physical IMUs. As a result, motions that can be measured by

IMUs can also be mapped to inter-frame variations of the camera videos.
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Figure 7.2: Types of 2D image transformations corresponding to the type of camera motion
and motion readings measured by physical IMUs.

Rolling Shutter. Besides inter-frame variations, the rolling shutter property of most

cameras on portable devices can generate intra-frame variations that embed high-frequency

motion. Rolling shutter is the shutter mechanism of commercial CMOS cameras, which

exposes and samples the rows of an image sensor sequentially instead of simultaneously as

in a global shutter [154]. If viewing the possible 2D image transformations as bases, rolling

shutter combine multiple transformations into a single frame. It increases the effective sample

rate of the motion signals provided by the camera side channel.

Based on the knowledge of how camera motion is modulated onto images, two cor-

responding categories of virtual IMU synthesis methods are introduced next to measure

low-frequency and high-frequency information respectively.

7.4.2.2 Low-frequency Information Measurement

The frame transformation perspective enables measurements of low-frequency components.

It perceives the difference between two frames as the result of a single motion vector composed

of single-axis motions (Figure 7.2) within the period of one frame. The camera imaging

process thus becomes the sampling process of the measurable motion signals with a sample

rate that is the same as the video frame rate, e.g., 30 Hz in case of 30 fps videos. Theoretically,

all image registration methods are applicable to extract inter-frame variations. We discuss

one possible construction.

Image Transformation Estimation (ITE). A straightforward way of extracting the

frame differences is registering the frames with respect to a reference frame by estimating

the 2D image transformations needed to warp the reference frame to the other frames as has

been explored in [208]. Each 2D transformation estimation generates a 3-by-3 transformation

matrix. By concatenating each entry of different transformation matrices chronologically, it
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Figure 7.3: Measurements of physical IMU accelerometer (408 Hz) and virtual IMU synthe-
sized with the ITE and RSE methods from videos (30 fps frame rate, 1080p resolution) in
5 seconds. Amplitudes are normalized to compared different measurement approaches. (a)
Videos stabilization is off. (b) Videos stabilization is turned on. Strategically disabling sen-
sor side channel mitigation mechanisms boosts up virtual sensors’ capability for measurand
authentication.

produces 9 vectors that represent the output of f̃{vi}. Diverse algorithmic implementations

of this method are possible. This works uses an image registration implementation based on

phase correlation [191].

7.4.2.3 High-frequency Information Measurement

The rolling shutter perspective allows for the extraction of intra-frame high-frequency vari-

ations. It perceives the difference between two frames as the result of multiple sequential

motion vectors. The number of motion vectors is the same as the number of rows of the

camera imaging sensor as each row is exposed and sampled sequentially. The effective sample

rate is thus the row-scanning rate of the rolling shutter, which is higher than 30 kHz for most

commercial cameras. Nevertheless, not all signals within its Nyquist frequency can be recov-

ered, as the non-zero exposure time causes motion blurs and attenuate the higher-frequency

signals [85]. Similarly, a possible construction is introduced below.

Rolling Shutter Estimation (RSE). Methods of rolling shutter estimation still com-

pares different frames, but performs such comparison on the even smaller granularity level

of rows or individual pixels. Then, the methods concatenate the values generated by the

comparison first across different rows of a single frame, and then across different frames

to form the motion signal vectors. With the proposed methodology, this work converts

rolling shutter estimation into a pixel-level image registration problem. Algorithms capable
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of pixel-level registration often generate displacement fields, i.e., matrices of the same size

as the registered images, on the X and Y directions. The produced matrices are apparently

high-dimension and difficult to process. We can then group the matrices column-wise and

average the columns in each group to produce easily understandable signals. This work uses

a diffeomorphic image registration method [236] to implement RSE.

7.4.2.4 Demonstration

Figure 7.3 shows the motion signals measured by a physical IMU (408 Hz sample rate) and

virtual sensors using ITE and RSE methods. A Google Pixel 2 smartphone held by a person

recorded the physical IMU readings and camera videos simultaneously, where the postural

hand tremor of the person caused the camera motion. The ITE and RSE methods have

sample rates of 30 Hz and 34 kHz respectively. The figure only displays a single vector of the

physical and virtual sensor measurements respectively that represents the horizontal motion

to simplify the visualization.

Figure 7.3 (a) and (b) shows the measured signals with the video stabilization function-

ality being off and on respectively. When video stabilization is off, the virtual sensor outputs

of both the ITE and RSE method show strong correlation with the physical IMU measure-

ments. It is also clear that a 30 Hz sample rate is not sufficient to capture all the motion, as

the ITE method’s signal shows larger distortions than that of the RSE method. When video

stabilization is turned on, the camera motion signals deviate more from the IMU readings

as expected. Although the signal of RSE method still shows observable correlation with the

IMU signal, ITE produces seemingly uncorrelated signals.

7.4.3 Experiment

We conduct preliminary tests with 4 people and a Google Pixel 2 smartphone. The 4

participants are all healthy males with similar ages, heights, and weights. As a proof-

of-concept instead of an actual system product, we regard facial recognition and tremor

recognition as two decoupled problems and test them separately. The tremor recognition

mechanism can be regarded as an additional layer of protection besides the existing facial

recognition system. We investigate the impact of disabling and enabling video stabilization

in both of the two tests.

The objective of testing tremor recognition is to verify the effectiveness of the synthe-

sized IMUs. To that end, we also recorded the physical IMU readings for comparison. The

objective of testing facial recognition is two-fold. First, it is important to inspect if the

postural hand tremor of different people can already make a difference in the original fa-

147



cial recognition systems without synthesis of virtual sensors. This verifies the necessity of

constructing dedicated virtual IMUs. Second, since turning off video stabilization may lead

to better virtual sensor performance, it is also necessary to inspect if it would degrade the

performance of facial recognition given that the videos are more shaky due to unmitigated

camera motion.

7.4.3.1 Data Collection.

The 4 participants act as the legitimate user in turn and the remaining 3 participants act as

the imposters. During the legitimate user sessions, each legitimate user holds the phone and

records his own face for 30 times. We refer to these videos as legitimate videos. During the

spoofing attack sessions, each of the 3 imposters holds the phone but records the face of the

legitimate user standing beside the imposter for 6 times to mimic a perfect silicone mask as

assumed in Section 7.4.1. We refer to these videos as imposter videos. Each video recording

is about 6s in length and the physical IMU readings are recorded simultaneously. The

procedure is carried out first with video stabilization disabled. At the end, each participant

recorded 48 videos when he held the phone with 30 of them being legitimate videos and

the other 18 being imposter videos. We then repeat the procedure with video stabilization

enabled. The total 384 videos (192 videos each set) are used for testing facial recognition

and tremor recognition.

7.4.3.2 Test Procedure & Result

We generalize the authentication problem as an identification problem and use classification

models to measure the effectiveness of the two authentication schemes against the spoofing

attack.

Facial recognition Procedure. We tested MobileFaceNets [72] as the classification

model which is a widely used facial recognition model designed for mobile platforms. 80%

of each person’s legitimate videos are used to enroll their faces. The remaining 20% of

legitimate videos together with all imposter videos that contain faces of the legitimate users

are used as the authentication test data.

Facial recognition Result. Both the legitimate users and imposters’ videos authenti-

cated with 100% success rate no matter the video stabilization was enabled or disabled. As

expected, the results suggest that existing face authentication systems are mostly likely not

designed to utilize camera motion side channel information. Mapping it to Equation 7.5,

it suggests E[Au(m)|H0] → 1 and E[1 − Au(m)|H1] → 0 for the system under this specific

spoofing attack. The results also show that disabling video stabilization to allow for more
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capable virtual IMUs did not affect the performance of the original facial recognition system.

Tremor Recognition Procedure. For each video, we generate virtual IMU mea-

surements using both the ITE and RSE methods. We extract common time-domain and

frequency-domain features as the ones used in [174, 63]. As a simple proof-of-concept, we

did not use sophisticated machine learning models but directly utilized Matlab’s implemen-

tation of support vector machine (SVM) with a quadratic kernel and the default hyper-

parameters [33]. 5-fold cross validation was performed in the training phase along with a

one-vs-one multi-class classification method. Similar to facial recognition, for each legitimate

user we use 80% of the legitimate videos (24 videos) in the training phase and the remaining

20% legitimate videos (6 videos) together with all imposter videos (18 videos, 6 from each

of the three imposters) as authentication test data. We then calculate the true positive and

true negative rates on the test set. To provide comparisons, we repeat the same procedure

also for the physical IMU data.

Tremor Recognition Result. Table 7.1 shows the results of tremor recognition.

Virtual IMU using RSE had performance approaching that of the physical IMU. It sug-

gests that under this specific spoofing attack, E[Am([mint
,mv1 ])|H0] → 0.125 and E[1 −

Am([mint
,mv1 ])|H1] → 0.083 if using an AND logic to combine facial and tremor recognition

decisions. This results in Em−Eu → −0.875c1+0.083c2, which is highly likely to be smaller

than 0. It is also clear that disabling video stabilization improves the performance of virtual

IMUs.

7.4.3.3 Summary & Implication

Our preliminary tests indicate a high probability that integrating user postural hand tremor

information from camera motion side channels will help existing facial recognition systems

defend against visual spoofing attacks. Test results show MobileFaceNets could recognize

legitimate users with 100% accuracy but could not detect (with 0% accuracy) a powerful

silicone mask spoofing attack that almost perfectly replicates visual features of users. This

behavior is not a design defect of existing facial recognition systems, but an anticipated

outcome of only using visual information during an authentication process. On the other

hand, virtual IMUs synthesized from camera motion channel were able to detect such a visual

spoofing attack with over 87.5% accuracy at a cost of reducing true positive rate to 91.7%.

The simplest approach of integrating virtual sensor into existing facial recognition systems is

to have a standalone tremor recognition module that processes camera motion information

in the videos, and have the system declare a legitimate user only when both this tremor

recognition module and the original facial recognition module declare it simultaneously. In

this way, the overall system’s security performance increases in the face of facial spoofing
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attacks even with a lower true positive rate. This result also suggests when a physical sensor

system has poor performance on a security task, it is easy to produce an obvious marginal

benefit on the system’s performance by integrating sensor side channel information. Of

course, a more sophisticated decision system can tune its weights on the facial and tremor

recognition modules to strike a better balance between usability and security.

Beyond camera motion side channels, our tests also provide one viable data point for

the general concept of utilizing sensor side channels and reveal some common problems it

faces. For example, we expect the same problem of usability-security trade-off in using vir-

tual sensors synthesized from sensor side channels alongside the original physical sensors.

Essentially, physical sensors and synthesized virtual sensors provide two streams of informa-

tion, each one of which is more reliable in one task but also unreliable in another task. The

design trade-off appears when the overall system needs to complete both tasks to achieve its

functionality.

7.4.3.4 Limitation & Future Work.

With the goal of showing a proof-of-concept example, our experiment provides empirical

statistical evidence for the benefit of utilizing camera motion side channels only based on

a very limited data distribution. The limitations of tested data lie in the following 4 main

dimensions.

First, the 4 young male participants may not provide a high enough degree of demographic

diversity, especially for evaluating postural hand tremors which are highly dependent on age,

gender, and health conditions [124]. While we based our choice of the 4 participants on the

hypothesis that more similar participants produce less distinct tremor patterns and thus

help us estimate a lower bound of tremor recognition performance, we believe studying more

diverse groups of people will generate new insights into recognition performance variability

and possible strategies of recognition algorithm design.

Second, we collected 30 samples of legitimate-user videos and 18 spoofing attack videos

for each legitimate user’s authentication session within a single day. We find this initial set

of samples provided evidence to suggest the potential of utilizing hand tremor information

from camera side channels to enhance existing facial recognition system’s security. It is

possible that tremor patterns can change with time. Although previous research shows hand

tremor remains stable after 78 days [93], a longer duration needs to be investigated in future

complete. The recognition system may need to periodically update its database if tremor

pattern is found to vary over time.

Third, we emulated perfect silicone masks by using the real faces of legitimate users. This

only provides an estimate of the upper bound of the overall recognition system’s performance
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Table 7.1: Test accuracy of tremor recognition

Physical IMU Virtual ITE Virtual RSE
TPR TNR TPR TNR TPR TNR

Stab. OFF 95.8% 94.4% 62.5% 65.3% 91.7% 87.5%
Stab. ON 95.8% 93.1% 45.8% 41.7% 70.8% 72.2%

improvement when tremor recognition is used. Specifically, the benefit of including tremor

recognition may get lower when a worse-quality silicone mask is used because the damage

the attack can do to the original unimodal authentication system is lower while tremor

recognition still causes a decrease in the true positive rate. As a result, we suggest future

works test different qualities of silicone masks on popular facial recognition systems to better

assess the benefit of including virtual IMUs for tremor recognition.

Fourth, the decoupling of facial recognition and tremor recognition problems in this

proof-of-concept case study prevents us from utilizing the temporal correlation between the

facial and camera motion signals and investigating the impact of the correlation information.

Intuitively, systems that inspect such temporal correlation information require spoofing at-

tackers to further achieve synchronization between the physical and virtual sensors’ data

streams and thus provide additional protection. We envision real-world products building

upon the virtual sensors authentication concept to utilize deep-learning approaches for pro-

cessing temporally-correlated physical and virtual sensors’ information.

7.5 Discussion

Below we discuss the major areas of possible future work and interesting research questions.

Sensor Side Channel Models. To support future applications of sensor side channels,

we believe more concrete and computable mathematical models than the framework proposed

in Section 7.3 are needed as the current framework relies on abstract concepts instead of

rigorous mathematical derivations. We envision future models to have the following features.

First, they need to enable exact definitions and determination of different types of sensor side

channels by providing the algorithms for calculating signal correlations and threshold values.

Second, they need to provide quantitative metrics for measuring the usability-security trade-

off mentioned in Section 7.4.3.3. Third, they need to delineate mechanisms for measuring

the available signal quality and bandwidth of side channel measurement components.

Security for Sensor Side Channel Authentication. Technically, inseparable sensor

side channels also provide the information needed for measurand authentication. We advo-

cate the use of separable and controllable sensor side channels because they are protected
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from adversaries that exploit unmitigated side channels. Nevertheless, risks of malicious

exploitation still exist within authentication time. It is thus necessary for future works to

consider how to ensure that side channels benefit the defender, but not adversaries that

attempt eavesdropping and transduction attacks, during authentication.

We believe an access control and permission system that is similar to existing systems

managing physical sensors on mobile platforms (e.g., Android) can be employed to prevent

eavesdropping attacks. Virtual sensor entries can potentially be created and integrated into

existing permission systems so that knowledge and methodology of solving physical sensors’

problems can also benefit virtual sensors. Transduction attacks, on the other hand, are

harder to address. In the context of sensor side channel based measurand authentication,

transduction attacks can be generalized as authentication spoofing that tries to modify per-

ceived characteristics of the byproducts, measurers, and environments. As a result, existing

methodologies of spoofing detection may be applied. In summary, we believe there are op-

portunities to address the problems of virtual sensors by reflecting on existing methodology

for physical sensors.

Side Channels vs. Legitimate Channels. We believe there will be an interesting

phenomenon that sensor side channels are turned into legitimate communication channels

when active controls and dedicated APIs are developed to support as well as regulate the

use of sensor side channels in the future. After all, the key difference between side channels

and legitimate channels is whether the channels are designed, intended, and allowed by

the system’s security policy or not. When such side channels are regarded as legitimate

channels, however, new side-channel information may again be discovered to be embedded

in such “legitimate” information as hardware and computation technologies keep advancing

and extending the boundary of recoverable physical signals. We thus believe it is necessary

for researchers to take a development perspective and periodically examine the security

implications of sensor side channels.

Fewer Sensors via Sensor Repurposing. In a broader context, we believe the tech-

nique of synthesizing virtual sensors from sensor side channels aligns with the general idea

of repurposing sensors for different sensing tasks. Essentially, we are trying to shift sensor

hardware functionalities to the software space by understanding the transformation between

different forms of signal energy and carrying out additional model-based computations. In

contrast to the current trend of deploying more and more sensors in the Internet of Things

era, we cannot help thinking if such sensor repurposing ideas would allow us to reduce the

number of physical sensors and achieve more abstract and manageable sensor peripheral

systems that are subjected to smaller attack surfaces.

Besides reducing the number of physical sensors, the technique could also be applied
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to enhance existing systems that require new functionalities but have harsh environmental

conditions where a hardware update is challenging. This idea is revealed in the example of

NASA’s Voyager 1 spacecraft which needed to measure plasma density in order to determine

its location relative to the heliosphere. Voyager 1’s plasma spectrometer stopped working in

1980, making a direct plasma density measurement impossible. However, the operation team

learned that our sun sometimes emits shock waves that can cause the plasma surrounding the

spacecraft to oscillate. The team then measured the oscillation using Voyager 1’s onboard

plasma wave sensing system as a proxy of the plasma density [114], essentially synthesizing

a virtual plasma density sensor by understanding the energy transformations.

7.6 Conclusion

This chapter provides evidence that analog sensor side channels can benefit defenders by

providing an opportunity to authenticate the sensor measurands. It provides an analytical

framework for this problem and defines several key conditions that need to be met for the

sensor side channels to be utilized for good purposes. Synthesizing virtual sensors from the

side channels of physical sensors formulates a mechanism for repurposing existing sensor

hardware to harvest extra modalities of information. We believe the applications of this

mechanism can potentially span a much larger scope than authentication. Going forward,

we envision that virtual sensor synthesis could develop into a new research area that actively

interacts with the existing research areas of digital forensics, sensor fusion, multimodal deep

learning and perception, etc. The fundamental research question we will need to explore is

how to model the transformations between the energies of different information modalities.
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CHAPTER 8

Conclusion

This thesis has shown how a side channel-based framework can be developed and applied to

analyze the security and privacy problems in sensing. On a high level, it has characterized

three major types of threat models, including (1) a software-domain adversary with access to

sensor data trying to infer secret physical information, (2) a physical-domain adversary with-

out access to sensor data trying to eavesdrop on the data by analyzing physical side-channel

leakage from the sensing circuits, and (3) a physical-domain adversary trying to manipulate

sensor data by coupling intentional electromagnetic signals into the analog sensing circuits.

The thesis has provided three major case studies using camera sensing, and several other case

studies using the examples of IMUs, temperature sensors, and keyboards. These case studies

provide evidence that side channel problems widely exist around the sensor peripherals and

hardware-software interfaces in present-day and potential future computing systems. The

thesis has also highlighted how the increasing resolution & sensitivity, structural complexity,

and unprotected but standardized data distribution of sensors are predicted to result in more

serious sensor side channel problems in the near future.

8.1 Future Research

This thesis is the first step in bringing the security and privacy problems of sensing under a

side-channel analysis framework. While Section 2.2 and Chapter 7 have provided a coarse-

grained generic view of this framework and each of the following chapters has provided

some detailed modeling to substantiate the framework, a complete mathematical model that

connects the overall framework and the individual instances needs to be further developed. I

also envision that the hypotheses H1-H4 can be rigorously proved by having more detailed

probabilistic models for the random variables.

Another important line of future research is to innovate modeling, computation, and ex-

perimental methods for automating the vulnerability prediction and verification process. For
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example, more detailed computable data structures need to be synthesized from the litera-

ture on existing sensing security and privacy problems to enable the prediction of unknown

vulnerabilities and threat models.

While this thesis presents the discovery and characterization of several zero-day vulner-

abilities, it does not seek to verify whether these vulnerabilities have already been exploited

in practice. Connecting security analysis to real-world impact is an important aspect that

needs to further addressed. For example, static and dynamic analysis methods may be used

to investigate to which level commercial applications on smartphones may be exploiting

side-channel sensor data for malicious purposes.

Finally, it is crucial to further connect the system-centric problems of sensing security

and privacy with existing secure computing and privacy theories. Future research needs

to investigate the gaps between these theories and existing sensors’ physical constraints to

identify the appropriate systematic solutions to the problems.
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